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Abstract—Federated graph learning (FGL) has been proposed
to collaboratively train the increasing graph data with graph
neural networks (GNNs) in a recommendation system, aggre-
gating the features of graph nodes and edges among these
nodes. Nevertheless, implementing an efficient recommendation
system with FGL still faces two primary challenges, i.e., limited
communication bandwidth and non-IID local graph data. Existing
works typically reduce communication frequency or transmission
amount, which may suffer significant performance degradation
under non-IID settings. Furthermore, some researchers propose
to share the underlying structure information among all clients,
which brings massive communication cost. To this end, we
propose an efficient FGL framework, named FedACS, which
adaptively selects a subset of clients for model training, to alleviate
communication overhead and non-IID issues simultaneously. In
FedACS, the global GNN model can learn significant hidden edges
and the structure of graph data among selected clients, enhancing
recommendation efficiency. This capability distinguishes it from
the traditional FL client selection methods. To optimize the client
selection process, we introduce a multi-armed bandit (MAB)
based algorithm to select participating clients according to the
resource budgets and the training performance (i.e., RMSE)
under different data distributions. Experimental results show
that, given the same resource budget, FedACS achieves the RMSE
improvement of 5.4% over the baselines. Besides, when achieving
the same RMSE performance, FedACS saves up to approximately
70.7% communication cost, compared with the baselines.

Index Terms—Federated Graph Learning, Limited Communica-
tion, Non-IID Graph Data, Client Selection.

I. INTRODUCTION

With the proliferation of applications, such as recommen-
dation systems, the generation of graph data worldwide has
increased significantly [1]. To effectively utilize graph data
while preserving privacy, federated graph learning (FGL) has
been proposed for collaborative training of graph neural net-
work (GNN) models on numerous edge clients [2]. The com-
mon FGL framework comprises a parameter server (PS) and
clients [3]. To illustrate this, we consider an online shopping
recommendation system. The data on each online store (i.e.,
client) include customers’ social connections (e.g., following)
and the customers’ product ratings. Note that these are not
customer shopping records, but rather customer ratings of the
products, such as liking or disliking, which does not reveal
any private information [4]. In this scenario, customers and
products are nodes, with product ratings and social connections
serving as edges in the graph data. Initially, the online shopping
company’s server (i.e., PS) broadcasts a global GNN model to
each client. Upon receiving the model, each client trains the

model on its own local graph data and only uploads the updated
GNN model to PS for the global model aggregation.

Distinct from traditional federated learning (FL) [5], FGL
focuses on the graph data. It capitalizes on the rich relational
information in graphs, aggregating and utilizing the features
of individual graph nodes and the connections between these
nodes and their neighbors. For instance, in social networks,
if two people share several mutual connections, they might
also share similar interests or behaviors, such as shopping
preferences. This nuanced approach gives FGL a clear ad-
vantage over traditional FL for handling extensive edge graph
data. Besides, distributed graph data in FGL also exhibits
some hidden edges [6], especially when it is implemented in
recommendation systems. For instance, consider a scenario
where two family members have built social connections
on Amazon1. They may have similar shopping preferences
because they both need to purchase household items. However,
on eBay2, these family members may not have established a
direct social connection. Relying solely on data from eBay,
they may be considered completely irrelevant and lose the
chance of being recommended. Since FGL can learn the
structure information of the graph data, it may discover the
hidden social connection on the data of eBay and make more
accurate product recommendations after training on the data
of Amazon, which cannot be achieved by the traditional FL.

Although FGL exhibits notable advantages over traditional
FL in handling distributed graph data, its application to
an efficient recommendation system still presents non-trivial
challenges. With the rise in online shopping, the number of
customers has surged (e.g., Amazon Prime members across
the U.S. reached 168 million in June 20223). To efficiently
leverage the rising customer browsing data, the number of
transferred model parameters has grown. For example, the
Graph Attention Network (GAT) model has about 40% more
parameters than the Graph Convolutional Network (GCN)
model, due to the introduction of attention mechanisms [4].
Moreover, customers’ devices are located in different local area
networks (LANs), and communicate with PS over the wide
area networks (WANs) [7]. Generally, the network bandwidth
between clients and PS is much lower (e.g., 15×) than intra-
datacenter LAN bandwidth [8]. Consequently, communication
is likely to be the system’s bottleneck because of the increasing

1https://www.amazon.com
2https://www.ebay.com
3https://cirpamazon.substack.com

2024 IEEE/ACM 32nd International Symposium on Quality of Service (IWQoS)

979-8-3503-5012-8/24/$31.00 ©2024 IEEE

20
24

 IE
EE

/A
C

M
 3

2n
d 

In
te

rn
at

io
na

l S
ym

po
si

um
 o

n 
Q

ua
lit

y 
of

 S
er

vi
ce

 (I
W

Q
oS

) |
 9

79
-8

-3
50

3-
50

12
-8

/2
4/

$3
1.

00
 ©

20
24

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

IW
Q

oS
61

81
3.

20
24

.1
06

82
90

5

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on October 04,2024 at 03:11:33 UTC from IEEE Xplore.  Restrictions apply. 



communication demand and limited network bandwidth. An
intuitive solution to alleviate communication overhead is to
reduce communication frequency between PS and clients.
Zhang et al. [9] propose to adopt stale updates to skip some
aggregations, in which PS only communicates with the clients
once in certain rounds. Yao et al. [3] argue that neighboring
node information should be shared only once, thus slashing
communication costs. Besides, reducing the number of param-
eters is another solution to alleviate communication pressure.
Liu et al. [10] and Wu et al. [11] propose to only upload the
model gradients to PS for aggregation. However, if the data
distribution on each client is inconsistent, these approaches
might lead to significant performance degradation.

In addition to communication pressure, implementing an
efficient recommendation system with FGL also encounters
another challenge of data skew in practice, i.e., heteroge-
neous data distribution. Due to varying customer preferences,
the local data on each client may be not independent and
identically distributed (non-IID) [12]. For example, families
with children prefer toys while pregnant women lean towards
baby products. Generally, training models on the non-IID data
will reduce the training efficiency and decrease test accuracy
(up to 55% [13]). Research efforts have also been made to
address the non-IID issue in FGL. Xie et al. [14] dynamically
cluster the clients based on the gradients of GNN and train
distinct GNN models for homogeneous clusters. Tan et al.
[12] propose to extract and share underlying structural infor-
mation. They define structure embeddings and encode these
embeddings with an independent structure encoder to capture
more structure-based information. However, these methods
necessitate active participation from all clients in every training
round, substantially increasing the communication cost due to
the frequent communication between a large number of clients
and PS.

In summary, the existing research still encounters difficulties
in fully addressing the aforementioned challenges in FGL.
To this end, we propose an FGL framework, called FedACS,
which aims to reduce the communication cost and alleviate
the non-IID problem simultaneously in FGL, for efficient rec-
ommendation systems. Specifically, FedACS adaptively selects
an appropriate subset of clients to participate in both local
model training and global model aggregation according to
the resource budgets and training performance (i.e., RMSE)
under different data distributions, rather than involving all
clients simultaneously in each round, thereby curtailing the
communication overhead and alleviating the influence of the
non-IID issue. Although the client selection methods [15], [16]
have been proposed in traditional FL, they may not be effective
when directly implemented in FGL for the following reasons.
First, these client selection methods in traditional FL typically
overlook the nuanced complexities of graph structure informa-
tion inherent in the graph data. This omission could result in
missed opportunities to leverage the structure information for
effective model training. Second, they do not account for the
hidden edges among clients, potentially leading to performance
loss if directly applied in FGL [6]. Nevertheless, selecting
the optimal clients for model training remains a challenge in

FedACS, especially when considering hidden edges between
overlapping nodes and varied data distributions among clients.
The main contributions are summarized as follows:

• We propose FedACS, an efficient FGL framework using
an adaptive client selection method to tackle limited
communication and the non-IID data challenges for an
efficient recommendation system.

• We present a multi-armed bandit (MAB) based algorithm
to adaptively select participating clients based on the
resource budgets and RMSE performance.

• The experimental results demonstrate that FedACS can
reduce the communication cost by approximately 70.7%
to achieve the same target RMSE score, while improving
the RMSE score by about 5.4% under the same resource
budget, compared to baselines.

II. PRELIMINARIES AND MOTIVATION

A. Federated Graph Learning (FGL)

The FGL system usually comprises a PS and a set of N
clients, which collaboratively train a global GNN model. Each
client i holds local graph data di := (Vi, Ei), where Vi is the
node set and Ei represents the edge set, with each node and
edge possessing distinct features. The local graph data di is the
subgraph of a larger global graph D and satisfies: D = d1 ∪
d2∪...∪dN . Let n and ni denote the total data sample size of all
subgraphs and the sample size of the graph data di respectively,
where n =

∑N
i=1 ni. In FGL, it is necessary to incorporate

the aggregation of the features of nodes, neighbor nodes and
edges during local model training. This allows FGL to learn
the graph structure information so as to perform classification
or prediction tasks. For each round t ∈ {1, ..., T}, where T is
the total number of training rounds, there are three main steps
in FGL.

(1) Global Model Distribution: At the beginning of each
round t, PS distributes the global model ωt to clients, ensuring
they start the local training with the latest global model.

(2) Local Model Updating: Once receiving the global
model ωt, each client i will perform several local GNN model
updates on its local graph data di. The training process of the
GNN model mainly consists of two phases: message passing
and readout [4]. To facilitate understanding, we take an L-layer
GNN model as an example. In the message passing phase,
for each node u ∈ Vi in the graph data di on client i, the
GNN model aggregates the neighbor messages to generate
the aggregated message ml+1

i,u , where l represents the layer
index. Then the model uses the aggregated message ml+1

i,u

to update the hidden state hl+1
i,u . Let zu,v represent the edge

feature between nodes u and v. This phase can be formalized
as follows:

ml+1
i,u =

∑
v∈Nu

M(hl
i,u, h

l
i,v, zu,v) (1)

hl+1
i,u = U(hl

i,u,m
l+1
i,u ) (2)

where h0
i,u = xi,u denotes the feature of node u on client

i and Nu represents the neighbor set of node u. M(·) and
U(·) are the message generation function and the state update

2
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 3 Clients
 4 Clients
 6 Clients
 8 Clients

(a) RMSE vs. Round

 6 Clients
 8 Clients

(b) RMSE vs. Communication budget

Fig. 1: Model training performance with varied participating clients.

function [4], respectively. In the readout phase, the model
makes predictions by aggregating hidden states of nodes as
follows:

r = R({hL
i,u | u ∈ Vi}) (3)

where hL
i,u is the hidden state of L layer of node u on client i.

Vi is the node set in graph data di and R(·) produces a global
representation from the hidden states of all nodes.

(3) Global Model Aggregation: At the end of round t, PS
receives the local model ωt,i from each client i and aggregates
the global model ωt+1 by weighted averaging, as follows:

ωt+1 =

N∑
i=1

ni

n
ωt,i (4)

B. Motivation for FedACS

In FGL, the variability of client participation significantly
affects model training performance, which manifests in two
primary ways. On one hand, the number of participating
clients will substantially influence both training performance
and resource consumption. On the other hand, with a constant
number of participants, the specific choice of clients becomes
paramount due to variances in data and differential hidden
edges between clients.

To gain deeper insight into the influence of varying numbers
of participating clients on model training, we conduct a set
of experiments with 10 clients on the Ciao dataset (with 28
categories of items from the shopping website) [17]. We divide
the Ciao dataset into 28 subgraphs based on product categories
and distribute these subgraphs uniformly among 10 clients.
Each client trains a two-layer GCN model [18] on their local
graph. Specifically, we vary the number of participating clients
as 3, 4, 6 and 8, respectively, and adopt the RMSE score
as the evaluation metric, where a lower score indicates the
superior performance of the model [10], [11]. As shown in
Fig. 1(a), an increase in the number of clients generally en-
hances model training performance. However, it also escalates
communication costs. Furthermore, in Fig. 1(b), we illustrate
the RMSE score under the same communication budget. The
results show that the scenario with 4 clients yields the optimal
RMSE. This underscores the dilemma as follows: selecting
fewer clients in each training round reduces resource overhead
but also diminishes data richness, potentially leading to slower
convergence. On the contrary, more participating clients mean
more training data, which can accelerate model convergence,
however, it also introduces higher communication costs [19].

TABLE I: The RMSE score and node intersection ratio in changing
the last client among four clients. A, B, C represent three clients
selection schemes where the fourth client includes 2, 3, and 3
subgraphs.

Scheme A B C
Subgraphs 2 3 3

RMSE score 1.181 1.130 1.090
Node intersection 7.7% 10.0% 12.2%

Thus, there is a trade-off between training performance and
resource consumption in our proposed framework.

While understanding the effects associated with the number
of clients is crucial, it is equally pertinent to assess the
repercussions of data diversity among clients. Thus, we execute
another experiment series on different client selection schemes,
namely A, B and C. Each of the three schemes involves four
clients. We keep the former three clients of these schemes
unchanged and only alter the fourth client’s data. Specifically,
the fourth client receives 2, 3, and 3 subgraphs under schemes
A, B, and C, respectively. This experimental design allows us
to gauge both the impact of differing subgraph counts and the
nuances of varied data within the same subgraph counts.

Table I shows the RMSE score of model training under dif-
ferent client selection schemes. Generally, the model training
performance of schemes B and C outperform that of scheme
A by up to 7.7% because the model obtains more data from
a greater number of subgraphs, accelerating model training.
Notably, scheme C exhibits a model training performance
improvement of 3.5% compared to scheme B. To understand
this, we use Nt to denote the node union of the former three
clients’ graph data, and Ni to indicate the graph data node
of the fourth client i. By evaluating the intersection ratio
|Nt ∩Ni|/|Nt| across all experiments, scheme C emerges with
the highest node intersection rate and the best RMSE score, as
shown in Table I. This indicates that a higher node intersection
ratio, yielding more overlapping nodes, enables clients to
contribute more hidden edges, catalyzing model convergence.
In conclusion, both the quantity of participating clients and the
intricacies of their data distribution profoundly affect model
training and communication overheads in FGL. Strategically
selecting the proper participating clients could reduce the
communication cost while optimizing training performance for
recommendation systems.

III. FRAMEWORK DESIGN

In this section, we propose the FedACS framework, which
adaptively selects a proper subset of participating clients in
each round. Different from the process of FGL, FedACS
mainly consists of five steps, i.e., Client Selection, Global
Model Distribution, Local Model Updating, Global Model
Aggregation and Scoring, in a single global round. In each
round t, FedACS first adaptively selects a set of participating
clients Vt according to the proposed algorithm (Section V-C).
Then, similar to FGL, PS distributes the latest global model ωt

to the client set Vt, after which each client performs the local
model training. After several local model updates, each client
i ∈ Vt uploads its updated local model ωt,i to PS, enabling

3
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PS to calculate the global model ωt+1 by the global model
aggregation function. Finally, PS evaluates the global model
ωt+1 on the test dataset and updates variables to determine the
selected client set for the next round. The whole process will
continue until the target accuracy is reached or the resource
budget is exhausted.

The major differences between FGL and our proposed
framework are evident in the processes of Client Selection,
Global Model Aggregation and Scoring.

• In client selection, the PS selects a proper set of par-
ticipating clients for model training. In general, involving
more clients in training can accelerate convergence due to
increased data diversity and richer gradient information,
but also increases the data exchange between the clients
and PS, resulting in higher communication consumption,
and vice versa [19]. Moreover, since the local model
of each client should incorporate the edge information
from local graph data, the hidden edges among clients
will potentially influence the model to acquire graph
structure information. Consequently, if these hidden edges
cannot be adequately learned, it may lead to the global
model training performance loss. Furthermore, given each
client’s distinct graph data, choosing various clients can
produce varied effects on global model aggregation, es-
pecially when the data distribution on clients is non-
IID. Thus, these data features require us to design a
reasonable client selection strategy to ensure the model
training performance.

• In terms of global model aggregation, since only a subset
of the clients are selected to participate in the model
training, it becomes necessary to modify the global model
aggregation function in Eq. (4) as follows:

ωt+1 =
∑
i∈Vt

ni

n′ ωt,i (5)

where Vt denotes the set of selected clients in round t.
Let ni and n′ =

∑
i∈Vt

ni represent the data sample size
of client i and the total data sample size of all selected
clients, respectively. In doing so, we ensure that the
aggregation accurately reflects the participation from the
selected subset of clients. This provides a representative
global model, capturing the variations in the data of
selected clients.

• In the scoring process, PS evaluates the global model
ωt+1 on the test dataset. Following this assessment, the
PS updates several key variables, such as the count of
the selected clients and the total communication cost
incurred during the process. These updates are vital
for maintaining a comprehensive understanding of the
ongoing training dynamics. Then FedACS employs a
efficient algorithm (Section V-C) to adaptively select
clients for participation in subsequent training rounds.
The algorithm meticulously calculates scores for each
potential participant, taking into account various factors
that influence their suitability and potential contribution
to the model’s training. Based on these scores, PS will
choose the clients that are deemed to have the highest
beneficial impact for the global model training as the

Fig. 2: Illustration of FedACS. PS selects clients 1 and
2 in round t1, clients 2 and 3 in round t2, respectively.
The global model ωt1+1 integrates hidden edges (dotted
lines) of nodes 2 and 3 from local model ωt1,1, nodes
2 and 4 from model ωt1,2 in round t1, while the global
model ωt2+1 learns the edge information among nodes 4
and 6 from local model ωt2,2, nodes 6 and 7 from model
ωt2,3 in round t2.

selected clients for the next round. This process will con-
tinue and be updated based on the variables to adapt to the
constantly changing system environment until the global
model converges. By strategically choosing participants in
this manner, FedACS can enhance the overall efficiency
and effectiveness of the model training.

For a better explanation of FedACS, we illustrate it in Fig.
2. Consider a system that consists of one parameter server and
three clients, where the clients have overlapping graph nodes.
Within client 1, nodes 2 and 3 are interconnected, whereas
nodes 2 and 4 are not. Conversely, within client 2, nodes 2
and 4 share an edge. Using round t1 in Fig. 2 as an illustrative
case, PS initially selects clients 1 and 2 as Vt1 to participate in
training. Then PS distributes the global model ωt1 to Vt1 for
the local GNN model training. Upon receiving the two local
models ωt1,1 and ωt1,2, PS performs the model aggregation
to obtain ωt1+1. It is important to highlight that the local
model ωt1,1 contains the edge information between nodes 2
and 3, while ωt1,2 carries the edge information of nodes 2 and
4. Following the global model aggregation, the global model
ωt1+1 will learn the edge information. In the subsequent round
t2, the PS aggregates the local models from clients 2 and 3,
enabling the global model ωt2+1 to learn the edge information
among neighbor nodes 4 and 6 from model ωt2,2, nodes 6
and 7 from ωt2,3. Through the above illustration, FedACS can
effectively leverage the collaboration of multiple clients and
their overlapping nodes to facilitate the global model learning
by adaptively selecting clients.

IV. CONVERGENCE ANALYSIS

In this section, we analyze the convergence property of the
proposed FedACS approximately. We rewrite the global model
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ωt update function in Eq. (5) as follows:
ωt+1 =

∑
i∈Vt

ni

n′ ωt,i =
∑
i∈Vt

ni

n′ (ωt − η∇Fi(ωt,i;Ht,i)) (6)

We define Ht,i = (xi,u, xi,v, zu,v), u, v ∈ Vi, v ∈ Nu, as a
mini-batch of samples graph data di. ni represents the size
of data samples while Nu is the neighbor set of node u. Let
∇Fi(ωt,i;Ht,i) = 1

ni

∑
ht,i∈Ht,i

∇f(ωt,i, ht,i), f is the loss
function of the global GNN model with ht,i data samples.
To analyze the convergence of FedACS, we assume that our
problem satisfies the following assumptions, which have been
adopted in previous works [20] on the convergence analysis.

Assumption 1. Each function Fi(ω,Ht,i), ∀i ∈ [N ], has an
L-lipschitz gradient with respect to ω, and ∇wFi(ω,Ht,i) is
Le-lipschitz with respect to Ht,i.

Assumption 2. All neighbors of a node are used for embed-
ding generation, the gradient computed using the mini-batches
w.r.t ω is an unbiased estimator of the true gradient and has a
bounded variance at each client i. That is, E[∇Fi(ω,Ht,i)] =
∇Fi(ω,Vi), E[∥∇Fi(ω,Ht,i)−∇Fk(ω,Vi)∥2] ≤ δ2,∀i.

Assumption 3. The loss function values of the train data
and the test data are positively correlated for each client.
Clients ct selected based on test data scores also have
higher loss function values than the other clients. That is,∑

i∈Vt

ni

n′ ∇Fi(ωt,i, Ht,i) ≥
∑N

i=1
ni

n ∇Fi(ωt,i, Ht,i)

To facilitate convergence analysis, we use an intermediate
variable ω̄t =

∑
i∈Vt

ni

n′ ωt,i. So we have ω̄t+1 = ω̄t −
η
∑

i∈Vt

ni

n′ ∇Fi(ωt, Ht,i). We use the expected gradient norm
as the convergence metric that follows the convention in non-
convex optimization [20].

Based on Assumption 1, we have
E[F (ω̄t+1)] ≤ E[F (ω̄t)] + E[⟨∇F (ω̄t), ω̄t+1 − ω̄t⟩]

+
L

2
E[∥ω̄t+1 − ω̄t∥2]

(7)

To enhance the understanding of the convergence analysis, let
dt =

∑N
i=1

ni

n ∇Fi(ωt,i, Ht,i). And according to the inner
product formula ⟨a, b⟩ = 1

2∥a∥
2 + 1

2∥b∥
2 − 1

2∥a − b∥2 and
the norm inequality ∥a+ b∥2 ≤ 2(∥a∥2 + ∥b∥2), we have the
following result:
E[F (ω̄t+1)] ≤ E[F (ω̄t)] + (Lη2 − η

2
)E[∥∇F (ω̄t)∥2]

− η

2
E[∥dt∥2] + (Lη2 +

η

2
)E[∥∇F (ω̄t)− dt∥2]

(8)
Next, we discuss the upper bound of E[∥∇F (ω̄t) − dt∥2].

According to previous work [20], we have the following
lemma:

Lemma 1.
E[∥∇F (ω̄t)−dt∥2] ≤ 3[δ2+2L2η2

∑
i∈N

ni

n
E[∥∇Fi(ωt, Ht,i)∥2]]

(9)

According to Eq. (8), we have the following:
(
η

2
− Lη2)E[∥∇F (ω̄t)∥2] ≤ (E[F (ω̄t)]− E[F (ω̄t+1)])

− η

2
E[∥dt∥2] + (Lη2 +

η

2
)E[∥∇F (ω̄t)− dt∥2]

(10)

We use F ′ and T to denote the optimal value of function F

and the number of total round, respectively. We incorporate
the findings derived from Lemma 1 into Eq. (10) for further
analysis:

(
η

2
− Lη2)

∑T
t=1 E[∥∇F (ω̄t)∥2]

T

≤ F (ω̄1)− F ′

T
− η

2

∑T
t=1 E[dt]
T

+ 3(Lη2 +
η

2
)

(δ2 + 2L2η2
∑T

t=1 E[∥dt∥2]
T

)

(11)

Next, we discuss the value of learning rate η. First, in
order to ensure the convergence of the formula, we set the
condition: (η2 − Lη2) ≥ 0, η ≤ 1

2L . Next, to simplify the
above result, we introduce another condition to eliminate the
term:

∑T
t=1 E[∥dt∥2]

T . This is achieved by setting: 3(Lη2 +
η
2 )2L

2η2 ≤ η
2 , which would be equivalent to solving the

inequality 3(Lη+ 1
2 )2L

2η2− 1
2 ≤ 0. Upon differentiating this

inequality with respect to η, we have 2L2η(9Lη + 1). This
derivative is non-negative for all η ≥ 0. When η = 0, the
result would be − 1

2 . Therefore, there must be η ≥ 0 to make
the inequality establish. We use η̄ to denote the maximum
value of η which holds the inequality.

To sum up, when the learning rate η ≤ min{ 1
2L , η̄}, we

have∑T
t=1 E[∥∇F (ω̄t)∥2]

T
≤ F (ω̄1)− F ′

T (η2 − Lη2)
+ 3

(Lη2 + η
2 )

(η2 − Lη2)
δ2

(12)

V. ALGORITHM DESIGN

A. Problem Formulation

In FedACS, for a client i in round t, the communication cost
bti is divided into two distinct segments: the cost associated
with receiving the global model from PS and the cost of
uploading the updated local model to PS. The communi-
cation cost for individual clients remains consistent across
rounds. This consistency stems from the fact that within this
framework, clients only modify the model parameters without
altering the foundational model structure [21]. In each round
t, let Xt

i denote whether client i is selected to participate in
the model training or not. For example, Xt

i = 1 indicates
client i is selected while Xt

i = 0 indicates it is not. The
number of participating clients is denoted by

∑N
i=1 X

t
i . To

ensure a persistent involvement of clients across all training
rounds, we set a minimum threshold (e.g., 1) for the number of
participating clients in each round. The overall communication
cost for the whole process is given by

∑T
t=1

∑N
i=1 X

t
i · bti.

Concurrently, the total number of client selections throughout
the process is represented by

∑T
t=1

∑N
i=1 X

t
i . Given the under-

lying importance of retaining a rich diversity in client data to
ensure robust learning of the graph structure, it is prudent to set
a minimum limit for the total number of client selections [19],
[22]. Let B and C represent the communication budget and
the lower bound for the total number of selected clients during
the model training, respectively. Accordingly, we formulate the

5
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client selection optimization problem in FedACS as follows:

min
ω

F (ω) = min
ω

∑N
i=1

ni

n · f i(ω)

s.t.


∑T

t=1

∑N
i=1 X

t
i · bti ≤ B,∑T

t=1

∑N
i=1 X

t
i ≥ C,∑N

i=1 X
t
i ≥ 1, ∀t

Xt
i ∈ {0, 1}, ∀i, t

(13)

where f i(·) is the loss function of client i and ni

n is the ratio
of the data sample size ni of client i to the total data sample
size n. The first inequality expresses the communication re-
source constraints in the overall training process. The second
inequality signifies the lower bound of total client selection in
total T training rounds. The third set of inequalities ensures
the progression of the training process by selecting at least one
client in each round t to maintain the updates and learning of
the model. The objective of the problem is to minimize the
loss function of FGL.

B. Multi-Armed Bandit

Due to the complex influence factors of FedACS (e.g.,
resource constraints, graph data), it is difficult to determine the
selected clients before training. Therefore, we adopt a multi-
armed bandit (MAB) based algorithm to select clients, which
can reduce the communication cost and achieve the satisfactory
model training performance. MAB is a classical problem in
reinforcement learning (RL) [23] that faces the exploration
versus exploitation dilemma, i.e., searching for a balance be-
tween exploring the environment to find profitable operations
and exploiting more empirically best operations [22]. MAB
problem can be expressed as a tuple (A,R), where A is a
set comprising k operations while R is the reward probability
distribution. Each operation ai ∈ A corresponds to a reward
probability distribution R(ri | ai), from which a return ri is
obtained when performing the operation ai. The goal of MAB
is to maximize the return, i.e., max

∑T
t=1 rt, rt ∼ R (· | at),

where at and rt denote the operation and reward in the t-th
operation, respectively.

In the FGL system, the process of client selection, model
training performance, and the system environment are integral
components that can be analogously related to the key elements
of the MAB problem, namely operations, rewards, and the
environment, respectively. Building upon these similarities as
a foundation, an effective strategy can be adopted by FedACS,
which begins with a few rounds of random clients selection.
This approach ensures that each client receives an initial
opportunity to participate, allowing the system to gather initial
data on the performance rewards associated with different
clients (corresponding to the exploration of the MAB problem).
Then, FedACS chooses the clients that are expected to yield
the highest rewards based on the model training performances
for each round (corresponding to the exploitation of the MAB
problem). The decision-making process in FedACS is decided
by an iterative update of the expected rewards, constantly
refining its client selection strategy based on ongoing model
training performance feedback.

Algorithm 1 The ACS algorithm in round t

Input: The accumulated reward: R̂m, Ri and the selection
count: N̂ t

m, N
t

i for each participation number m and each
client i; the number of clients: N

Output: The set of selected clients Vt

1: Initialize the selected participation client number M = 0,
Vt = ∅

2: if round t ≤ N then
3: if round t = 1 then
4: M = N
5: else
6: Randomly select a number from {1, ..., N -1}

without repetition as M

7: Select M clients randomly as Vt

8: else
9: Calculate F t

m with Eq. (16) for each participation
number m

10: Select the maximum value from F t
m as M

11: Calculate It
i with Eq. (17) for each client i

12: Select the top M clients from It
i as Vt

C. Algorithm Description

In this section, we describe the client selection algorithm in
FedACS in detail, referred to as ACS. The core concept of the
ACS algorithm is to represent the client selection problem in
FedACS as the MAB problem. Let Vt represent the selected
clients in round t, which can be regarded as the operation
in the MAB problem while the model training performance
for each round can be correlated to the reward. However, a
direct application of this approach faces a significant challenge
due to the exponential increase in the potential combinations
of client selections. With N clients, the number of possible
combinations for Vt will reach an overwhelming 2N − 1. To
make this problem tractable, the ACS algorithm should employ
a two-step approach. Firstly, the ACS algorithm determines the
number of participating clients. And then, it selects the most
qualified clients as Vt in round t. This strategy narrows down
the choices from 2N − 1 to a more feasible 2N . We show the
ACS algorithm in Alg. 1, where the whole training process
is divided into two stages: overall exploration (Lines 2-7) and
directional selection (Lines 8-12).

Overall Exploration. In this stage, the ACS algorithm
aims to undertake an initial exploration across all potentially
selected clients and the number of participating client. Initially,
ACS selects all clients to participate in training, establishing
a foundational reward for all clients (Lines 3-4). Then, we
randomly determine the selected participation number M from
{1, ..., N−1} without repetition (Line 6) and select M clients
randomly as Vt (Line 7) until round N . Each selected client
i ∈ Vt performs model training on its local graph data and
uploads the updated local model ωt,i to PS in round t. PS
aggregates these local models to generate the global model
ωt+1 by Eq. (5). Then, the algorithm calculates the rewards
for each selected client i and participation number m in round
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t through the following formulas:

R̂m = R̂m + (1− rt
Tg

) · log t− bt
B

(14)

Ri = Ri + (1− rt
Tg

) · log t (15)

where R̂m represents the accumulated reward for each partici-
pation number m while Ri denotes the accumulated reward
for each client i. rt and Tg represent the model training
performance on the test dataset (i.e., RMSE score) in round t
and the expected result, respectively. In FGL, the RMSE score
drops rapidly at the start of training and then stabilizes, making
it difficult to use the RMSE score directly as a consistent
reward due to the conflicting nature between the variability
of RMSE scores in graph data and our need for a consistent
return. To ensure a smoother reward curve, we multiply the
RMSE score by log t, where t is the number of the current
round, because the test RMSE score is negatively related to
the training rounds in FGL. For calculating the reward of
participation number, the ACS algorithm introduces additional
terms for calculating communication cost, where bt and B
represent the communication cost in round t and the total
communication budget. In this stage, we complete the record
for all possible participation numbers and clients, which will
be used to select the clients pertinently in the subsequent stage.

Directional Selection. At this stage, we select clients Vt

adaptively by first determining the participating client number
and then selecting the appropriate clients. Let F t

m represent
the score of participation number m and It

i denote the score
of client i in round t, respectively. At the beginning of each
round, these two scores will be calculated by the following
formulas:

F t
m =

R̂m

N̂ t
m

+

√
2
log t

N̂ t
m

(16)

It
i =

Ri

N
t

i

+

√
2
log t

N
t

i

(17)

where N̂ t
m and N

t

i represent the selection count of each
participation number m and each client i, respectively, up to
round t. Let t represent the number of the current round.
The rewards R̂m and Ri are calculated by Eq. (14) and
Eq. (15). The whole formula consists of two parts: reward
evaluation and selection balance. The reward evaluation gauges
the average reward for each participation number m and each
client i. While the selection balance ensures that no client or
participation number is neglected for extended periods, thereby
keeping continuous learning of each client. If a client or a
participation number is not chosen for prolonged periods, the
selection balance increases until it meets the selection criteria.

The ACS algorithm designates the F t
m with the maximum

score as the selected participation number M (Line 10), and
selects the first M clients as Vt in round t according to It

i

for each client (Lines 11-12). Then, PS distributes the global
model ωt to Vt for local training. Once the selected client
i ∈ Vt completes local training, it uploads the model ωt,i to
PS for aggregating the global model ωt+1 by Eq. (5). In the
next round, rewards for each participation number and client

will be updated, ensuring continuous refinement based on the
evolving performance and contribution of each participation
number and client. This process continues until the global
model converges.

VI. EVALUATION PREPARATION

A. Datasets and Models

Datasets and Distribution: We use two benchmark
datasets, i.e., Ciao [17] and Epinions [24], which are com-
monly adopted in product recommendation. The Ciao and
Epinions datasets consist of product categories and user ratings
of products on shopping websites. These datasets include
rating scores assigned by users to items, information regarding
product categories, and trust data representing social connec-
tions between users. The Ciao dataset includes 7,317 users,
104,975 items (which are labeled in 28 categories), 283,320
ratings and 111,781 social connections. The Epinions dataset
contains 18,069 users, 261,246 items (which are labeled in 27
categories), 762,938 ratings and 355,530 social connections
[10]. In the experiments, we divide these datasets into several
subgraphs based on the product categories (28 in Ciao and
27 in Epinions) and distribute them to each client. To test
the model training performance on non-IID data, we set three
different data distributions, i.e., 1) Average: each client is
assigned 2-3 categories; 2) Skewed: each client is assigned
2-4 categories; and 3) Extreme: each client is assigned 1-5
categories. We adopt Average as the default data distribution.

Models: Two well-known graph neural network (GNN)
models are implemented based on the aforementioned datasets:
a five-layer GCN model [18] and a two-layer GAT model
[25] on both Ciao and Epinions datasets. GCN aggregates the
features of nodes, their neighbor nodes and edges for each
node. GAT introduces the attention mechanism and assigns
different weights to each neighbor node. We configured the
GCN and GAT models with identical parameters: the hidden
layer dimension is 32, the node embedding dimension is
64, and the GAT model employs a two-head architecture.
Although GAT requires additional parameters for the attention
mechanism, the two-layer GAT model has the same parameter
size as the five-layer GCN model, with the same settings.

B. Evaluation Setup

Baselines: We adopt two types of baselines for comparison:
traditional centralized algorithms and FL-based algorithms.
Traditional centralized algorithms can be divided into the
matrix factorization (MF) based algorithm [26], [27] and the
GNN-based algorithm [28]. SoRec [26] factorizes the user-item
interaction matrix and the user-user social network in parallel,
employing the low-rank user latent feature space that reflects
the social relationships between users. SoReg [27] models
social network information as regularization terms to constrain
the matrix factorization framework. Consisrec [28] samples
consistent neighbors by relating sampling probability with
consistency scores between neighbors and assigns consistent
relations with high-importance factors for aggregation.

We also adopt five FL-based algorithms as baselines, divided
into two categories: full client participation [4], [10], [11] and
client selection strategy [29], [30]. Full client participation:
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TABLE II: Training Performance and Resource Cost for FedACS and FL-based baselines on the two datasets.

Method Ciao Epinions
RMSE Communication (KB) Time (s) RMSE Communication (KB) Time (s)

FedGNN 2.528 9996 6009 3.250 9996 15599
FeSoG 2.062 21990 12546 1.833 21990 32801

FedGraphNN(GAT) 1.055 851 90 1.219 851 382
FedGraphNN(GCN) 1.053 851 119 1.196 851 538

POW 1.064 690 294 1.184 690 703
Rand 1.049 760 191 1.178 702 627

FedACS(GAT) 1.039 332 74 1.169 447 285
FedACS(GCN) 1.039 568 98 1.170 476 406

TABLE III: RMSE for FedACS and centralized baselines on the two
datasets.

Method Ciao Epinions
RMSE RMSE

SoRec 1.252 1.482
SoReg 1.233 1.480

Consisrec 0.978 1.062
FedACS(GAT) 1.039 1.169
FedACS(GCN) 1.039 1.170

FedGNN [11] draws on the user-item graph inferred from
the local user-item interaction data for the recommendation.
FeSoG [10] adopts relational attention and aggregation to
handle the data heterogeneity and infers users’ hidden states
by using local data. FedGraphNN [4] summarizes the training
process of the GNN model, simplifying both the training and
evaluation of the GNN model. Since FedGraphNN employs
both the GCN model and the GAT model as baselines, we
use FedGraphNN(GCN) and FedGraphNN(GAT) to represent
the evaluation results of FedGraphNN using the GCN model
and the GAT model respectively. Client selection strategy:
POWER-OF-CHOICE [29], denoted as POW selects clients
with higher local losses to increase the rate of convergence.
Random client selection strategy [30] ensures that each client
has an equal probability, specifically 50%, of being selected
for participation in each round of model training.

Performance Metrics: We mainly employ the following
metrics to evaluate the performance of different algorithms:
(1) RMSE: It evaluates the difference between the predicted
results and the actual data. The smaller the value is, the model
training performance is better. (2) Time cost: We record the
duration time from the beginning of model training to the end,
encompassing the time for both training and transmission. (3)
Communication cost: We record the bandwidth consumption
throughout the training process, covering both the cost of the
PS distributing the global model to clients and the clients
uploading their local models to the PS.

Platform and Parameter Settings: Our experiments are
conducted on a deep learning platform. This workstation is
equipped with an Intel(R) Xeon(R) Gold 5218R, 8 NVIDIA
GeForce RTX 3090Ti GPUs and 256 GB RAM. We use the
hidden feature size of 32 and the node embedding dimension
of 64 for GCN and GAT. Besides, SGD [31] is selected as the

optimizer for GCN and GAT. The attention head of the GAT
model is set to 2. We divide the dataset into a ratio of 8:1:1
for the training set, validation set and test set.

VII. EVALUATION RESULTS

A. Overall Performance Comparison

(1) RMSE Performance. We first present the RMSE score
of FedACS and FL-based baselines on the two datasets in
Table II. The results show that FedACS reaches the best RMSE
score among FL-based algorithms. Specifically, FedACS out-
performs FedGNN in RMSE score by 58.9% and 64.0% on
the two datasets, respectively. Compared to FedGraphNN,
FedACS achieves an advantage of approximately 1.3%-4.1%
with the GCN and GAT models. It indicates that FedACS
achieves superior model training performance through the
adaptive client selection algorithm. In the client selection
algorithm, FedACS also demonstrates its own advantages. For
instance, compared with POW, FedACS achieves an advantage
of approximately 2.3%-4.2% with the GCN and GAT models
on the two datasets. This advantage is due to the fact that
FedACS can approximate the differences between clients and
select clients through an evaluation method. It is worth noting
that the traditional FL client selection algorithm achieved
poorer performance compared to the random client selection
strategy. This is because the traditional FL client selection did
not take into account the graph data features and hidden edges
in FGL, resulting in performance degradation. Moreover, we
also compare the RMSE score of FedACS with traditional
centralized baselines in Table III. FedACS outperforms SoRec
and SoReg. For instance, FedACS improves the RMSE score
by at least 17.0% over SoRec because FedACS can obtain
and utilize graph structure information effectively to boost the
model training. Besides, FedACS is only 6.2% and 10.1%
lower than Consisrec on the two datasets. This can be attributed
to FedACS enabling the global model to learn the hidden edges
between clients through the adaptive client selection algorithm.

(2) Resource Consumption. To evaluate the resource ef-
ficiency of FedACS, we also compare the communication
and time costs for FedACS and baselines. Due to inherent
differences between algorithms relying on traditional cen-
tralized data storage systems and those predicated on FL-
based systems, our comparison is narrowed down to only
FL-based baselines (e.g., FedGNN, FedGraphNN and POW).
The final experimental results are shown in Table II. It is
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Fig. 3: Communication cost to reach different target RMSE scores
on the two datasets.

obvious that FedACS achieves the best performance among
baselines in terms of both time and communication costs. For
instance, compared with FedGraphNN(GAT), FedACS(GAT)
achieves 61.0% communication bandwidth and 17.8% time
saving on the Ciao dataset. Besides, on the Epinions dataset,
FedACS(GCN) only takes 476KB and 406s to complete
the training while FedGraphNN(GCN) requires 851KB and
538s, respectively. Compared to other client selection meth-
ods, FedACS also has advantages. For example, compared
with Rand, FedACS(GAT) achieves 56.3% communication
bandwidth and 50.8% time saving on the Ciao dataset. The
reason lies in that FedACS adaptively selects the number of
participating clients rather than taking all clients into model
training, which can reduce the communication cost and the
training time in each round. Due to the poor model training
performance of FedGNN and FeSoG, and to ensure a fair eval-
uation of FedACS, we choose only FedGraphNN, POW and
Rand to compare the performance under different constraints
with FedACS in the following.

Fig. 3 depicts the communication cost of FedACS and
baselines as they attain different target RMSE scores on the
two datasets. These results reveal that FedACS outperforms
the baselines in terms of reducing the required communication
cost to attain the same RMSE score (e.g., 2, 1.6, 1.2 and
1.1 on Ciao), as FedACS effectively selects the clients that
contribute more to training. For instance, as illustrated in Fig.
3(a), FedACS(GCN) requires 172KB to achieve the RMSE
score of 1.1 on the Ciao dataset, while FedGraphNN(GCN)
and Rand consume 527KB and 373KB, respectively. Besides,
by Fig. 3(b), FedACS(GCN) reduces the communication cost
by 70.7% compared to FedGraphNN(GCN), when attaining the
same RMSE score of 1.3 on the Epinions dataset. These results
demonstrate the superiority of FedACS in terms of efficient
communication during the training process.

B. Effect of Different Data Distributions

Considering that clients in FGL collect data from their
physical locations directly, the graph data among clients are
usually non-IID. We discuss the impact of non-IID data on
training performance. We use three different data distributions
on the Ciao and Epinions dataset, i.e., Average, Skewed and
Extreme. We measure the communication cost, under varying
data distributions, when both FedACS and the baselines attain
different target RMSE scores (e.g., 1.055, 1.071 and 1.041 on
Ciao under three data distributions). Because the achievable
RMSE scores for FedACS and baselines vary under different

data distributions, we set the target RMSE score that FedACS
and baselines can achieve in various models under three
data distributions, respectively. The results in Fig. 4 reveal
that FedACS outperforms the baselines in terms of reduc-
ing the required communication to attain the target RMSE
score. For instance, as illustrated in Fig. 4(a), FedACS(GCN)
takes 209KB to achieve the RMSE score of 1.071 on the
Ciao dataset under the Skewed data distribution, while Fed-
GraphNN(GCN), POW and Rand take 851KB, 715KB and
713KB, respectively. On the Epinions dataset, as depicted in
Fig. 4(b), FedACS(GCN) reduces the communication cost by
73.0% compared to FedGraphNN(GCN) when attaining the
same RMSE score of 1.190 under the Extreme data distri-
bution. Compared to POW and Rand, FedACS(GCN) has also
achieved an average communication performance advantage of
52.5% when attaining the same RMSE score of 1.122 under
the Skewed data distribution.

Additionally, we also record the RMSE score of FedACS
and baselines within the given communication budget of
850KB across the two datasets in Fig. 5. Impressively, as
the skewness of data distribution amplifies, the RMSE score
of models trained across all systems initially worsens, and
then improves. This initial decline in performance can be
directly attributed to the significant discrepancy in data dis-
tribution, resulting in poor performance. However, as the
skewness becomes more pronounced, the data starts to ag-
gregate and becomes increasingly concentrated on certain
clients. Specifically, fewer than 40% of clients possess about
75% of data. The differences from clients with minimal
data will be diminished due to the global aggregation using
data size as the aggregation parameter. In addition to these
overall insights into different data distributions, we now turn
our attention to a direct comparison of the RMSE score
between FedACS and FedGraphNN. Similar to the Average
data distribution, FedACS always achieves superior RMSE
scores compared to FedGraphNN under both the Skewed
and Extreme data distributions. For instance, as illustrated in
Fig. 5(b), FedACS(GCN) outperforms FedGraphNN(GCN) in
terms of the RMSE score by 5.4% under the Extreme data
distribution on the Epinions dataset. On the Ciao dataset, under
the Extreme data distribution and with an 850KB communi-
cation budget, FedACS(GCN) achieves a 2.2% performance
advantage over FedGraphNN(GCN) and Rand. These above
experimental results demonstrate the superiority of FedACS
in terms of reducing communication cost and alleviating non-
IID issue during the training process.

VIII. CONCLUSION

In this work, we propose FedACS to adaptively select clients
to address the challenges of limited resources and the non-IID
problem raised by FGL, for efficient recommendation systems.
It employs an MAB-based online learning algorithm to adap-
tively determine the number of participating clients and select
the clients that meet the criteria in each round. The dynamic
optimization of client selection can contribute to the balance
between the global model training performance and resource
efficiency. The extensive experimental results demonstrate that
FedACS significantly outperforms the existing baselines.
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Fig. 4: Communication cost to reach different target RMSE scores
(Ciao: 1.055, 1.071 and 1.041; Epinions: 1.219, 1.222 and 1.190) on
the two datasets under different data distributions.
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Fig. 5: RMSE for FedACS and baselines on the two datasets with
communication budget (850 KB) under different data distributions.
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