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Abstract—Traffic measurement provides fundamental flow
statistics for a wide range of network applications. In traditional
networks, since switches work independently, a flow may be mea-
sured by multiple switches along its route path, which is a waste
of network resource. Software defined networking (SDN) is a new
paradigm that decouples control plane and data plane. The con-
trol plane is implemented in a centralized controller to manage
all switches with a global view. Many works focus on designing
efficient centralized strategy to coordinate the switches for traffic
measurement, called collaborative traffic measurement. However,
with the continuous growth of the network topology and traffic
volume, the controller may be the bottleneck. To improve the
capability and enhance the robustness of control plane, multiple
controllers is employed to manage a subset of switches, respectively.
Unfortunately, control plane with multiple distributed controllers
cannot execute the centralized measurement strategy. In this paper,
we propose a novel distributed iterative strategy for collaborative
traffic measurement in a multi-controller SDN. We also theoreti-
cally prove that our proposed algorithm will converge to the global
optimal by iterations. The extensive simulations demonstrate that
the proposed strategy achieves a near-optimal performance (gap
about 10%) in terms of measurement load at switches and dras-
tically reduces the communication load by 20% at least among
controllers compared with the state-of-the-art algorithms.

Index Terms—Collaborative traffic measurement, multiple
controllers, software defined networks.

I. INTRODUCTION

RAFFIC measurement collects fundamental flow statistics
T in the data plane, which is the basis for the control plane
to manage the network and well serve a number of applications,
including load balance [1], [2], [3], flow rerouting [4], [5],
fairness [6], instruction detection [7], [8], anomaly detection [9],
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[10], [11], traffic engineering [12], performance diagnostics [13]
and policy enforcement [14].

In traditional networks, as each switch (or router) has its
own data plane and control plane, it usually performs traffic
measurement independently, called independent traffic measure-
ment. For instance, each switch may mirror a portion p of the
packet stream that passes through it (e.g., NetFlow). As another
example, each switch may record all the incoming packets
and perform approximate measurement using the compact data
structures called sketches [15], [16], [17]. However, since each
packet may traverse multiple switches along its route path, the
packet may be recorded by multiple or all switches, leading to
redundant traffic measurement. Because of the redundancy, the
portion of new traffic statistics collected by a switch is actually
less than p (for NetFlow), resulting in memory/computation inef-
ficiency. For sketch-based traffic measurement, the redundancy
allows the packets recorded elsewhere to be recorded in the local
sketch, resulting in computation inefficiency and degrading the
estimation accuracy.

To avoid measurement redundancy, we need to perform col-
laborative traffic measurement, where one switch will not repeat
measuring flows that are measured by other switches along their
route paths and in the meanwhile one switch must measure the
flows if there no other optional switches. This kind of collabora-
tion can hardly be supported by traditional non-SDN networks
but can be realized in Software-Defined Networks (SDN). SDN
decouples the control plane from switches. The control plane
is centralized in a single controller with a network-wide view,
which manages all the switches in the SDN. It can design an effi-
cient measurement strategy to coordinate all the switches and to
avoid redundancy. Note that this paper focuses on measurement
strategies rather than measurement techniques.

There are some works [18], [19], [20] proposing efficient
strategies for collaborative traffic measurement. cSamp [18]
assumes that the centralized controller can gather traffic infor-
mation and route information for each origin-destination (OD)
pair. Specifically, the controller is input the number of flows
and route path for each OD pair. By solving a linear program
with the objective of the minimizing the maximum measurement
load on any switch, the controller derives sampling probability
of any flow at any switch along its routing path. The sampling
probability will be sent to the switch for sampling process of
each incoming packet in that flow. For any switch, it needs a
table of size O(n?) to maintain the sampling probabilities for all
flows passing through it, where n is the number of ingress/egress
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switches. Instead of maintaining a table, DCM [19] employs two
Bloom filters, with the first one encoding the set of flows to be
measured and the second one helping remove false positives
from the first filter. The Bloom filters at each switch are main-
tained and updated by the centralized controller to adapt to traffic
dynamics. The recent work proposed by Xu et al. [20] decreases
the table size at each switch from O(n?) to O(1) by assigning
each switch a constant sampling probability which applies to all
flows passing through it.

Prior works all rely on a centralized strategy that is executed
on a single controller for collaborative traffic measurement.
As the continuous growth of network topology, traffic and
application requirements [21], [22], a number of literatures,
including HyperFlow [23], Onix [24] and ONOS [25], advo-
cate the control plane of multiple controllers, each exclusively
managing a subset of switches in the network. This kind of
control plane achieves high reliability and scalability, and is the
scenario that this paper focuses on. Unfortunately, all the above
solutions to collaborative traffic measurement cannot be applied
to the multi-controller scenario directly, because the switches
are partitioned into several domains and each controller manages
one of these domains. One may argue to let one of the controllers
be the “super” controller which aggregates the information from
all controllers and executes the centralized strategy. However,
this faces three challenges as follow.

e Controller bottleneck: Comparing the “super” controller
with an imaginary single controller that governs the whole
network, both controllers need the same amount of input
information and need to solve the algorithm with the same
complexity. It is apparent that the “super” controller will
become the bottleneck—it is because a single controller
cannot manage the whole network that we employ a num-
ber of controllers.

e Control message delay: Before executing the centralized
algorithm, the “super” controller should gather all input
information (traffic and route information of all flows)
from peer controllers through the control link. This will
compete for the bandwidth of control link with some
fundamental functions including state synchronization and
link discovery, leading to that the controller must either
wait for control packets with the non-negligible delay or
act with incomplete information.

e Single point of failure: If a controller fails or gets dis-
connected from the system, the performance of the entire
network’s collaborative traffic measurement will go down
and applications relying on it will be affected.

To address the above challenges, we propose an effective
distributed strategy for the collaborative traffic measurement
problem. To the best of our knowledge, this is the first paper on
collaborative traffic measurement in multi-controller scenarios.
Each controller only needs the traffic and route information
of flows that pass through the local domain and communicate
with its neighbouring controller(s) by exchanging a little
information. After multiple rounds of communication between
neighboring controllers, the solution provably converges to the
final solution. The solution includes the sampling probability of
any flow at any switch, providing a fine-grained collaborative
traffic measurement. We also give the dedicate design in the
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Fig. 1. Motivation Example of Collaborative Traffic Measurement. Plot (a):
Uniform Sampling with Probability 1/3; Plot (b): Uniform Sampling with
Probability 2/3; Plot (c): Collaborative Sampling with Probability 1/3. Flow
symbols that are placed under/over a switch icon mean that those flows are
measured by the switch.

data plane to support the collaborative traffic measurement
function in multi-controller scenarios. We compare our solution
to baselines that are modified from the existing centralized
strategies [18], [19], [20] and demonstrate that it incurs lowest
and near-optimal measurement load to cover all flows, which
makes our new solution more practical in real-world systems.
We also evaluate our solution under other important metrics to
demonstrate its practicability.

The main contributions of this paper are:

e We formulate the collaborative traffic measurement
problem and propose a distributed traffic measurement
probability assignment (DMPS) algorithm for the control
plane, in which each controller assigns measurement
fractions for switches based on its local and neighboring
information rather than the whole network. We also
theoretically prove that the proposed algorithm will
converge to the global optimal.

e We design a dedicated packet processing mechanism in
data plane to support the collaborative traffic measurement
function in multi-controller scenarios.

e The extensive simulations demonstrate that the propose
DMPS achieves a near-optimal performance (gap about
10%) in terms of measurement load at switches and
significantly reduces the communication load by 20% at
least among controllers compared with the best existing
algorithms.

The rest of this paper is organized as follows. The motivating
example is given to show the advantage of collaborative traffic
measurement over independent traffic measurement in Sec-
tion II. The system model and the problem statement is presented
in Section III. The sampling probability assignment problem
in the control plane is formulated and the proposed distributed
algorithm is given, both in Section IV, which also includes the
analysis of the proposed algorithm. Data plane packet processing
that supports the collaborative traffic measurement function is
described in Section V. We give the evaluation in Section VI
to demonstrate its efficiency. Finally, we conclude the paper in
Section VII.

II. MOTIVATING EXAMPLE

We give an example, depicted in Fig. 1, to demonstrate
the advantage of the collaborative traffic measurement over
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TABLE I
PROBABILITY DISTRIBUTION ALONG WITH THE NUMBER OF MEASURED
FLOWS FOR INDEPENDENT TRAFFIC MEASUREMENT UNDER DIFFERENT
SAMPLING PROBABILITIES p

Number of measured flows | p =1/3 | p =2/3
0 0.03 0
1 0.26 0.01
2 0.53 0.17
3 0.18 0.82

independent traffic measurement. Assume that there are three
flows f1, fa, f3 all with the identical route path of switches
Vi — Vo — V3. In order to alleviate the impact of the traffic
measurement on some important functions, e.g., packet forward-
ing, the traffic measurement load on the switch (evaluated by the
number of measured flows) should be low.

Consider the case for independent sampling where the sam-
pling probability is low, i.e., 1/3. We calculate the probability
that a given number of flows are measured among all switches,
presented in Table I. The event that all flows are measured
happens with the probability of only 18% and it is mostly
likely that two flows are measured (with the probability of
53%), which is depicted in plot (a) of Fig. 1 as an example.
Plot (a) shows that flow f; is measured twice on switches V;
and V3. This redundant measurement can hardly be avoided
as switches perform independent sampling. To measure more
flows, a trivial method is to improve the sampling probability,
(e.g., 2/3). From the third column of Table I, the event that
three flows are measured among all switches happens with a
high probability (e.g., 0.82). We depict plot (b) of Fig. 1 as an
example, which shows that the measured flows on switch V; are
f1, f2, those on switches V5 and V3 are f1, fo and fs, f3. All
flows f1, fo2, f3 are measured and the traffic measurement load
of each switch is 2. However, we find that flow f; is measured
twice by switches V7 and V5, and flow f5 is measured by all
three switches, resulting in measurement redundancy.

Collaborative traffic measurement in the example achieves the
ideal results that every flow is measured and the measurement
load on each switch is 1, depicted in plot (c) of Fig. 1 as an
example. The sampling probability for any flow on any switch
is 1/3. By coordinating three switches Vj, Va5, V3 along the
route path of any flow, the collaborative traffic measurement
guarantees that 1) any flow is sampled with the probability
of 3 x % =1, and 2) any flow must not be sampled multiple
times. These two conditions are satisfied by some techniques for
collaborative traffic measurement. In a single-controller SDN,
for each switch in the route path of f, instead of assigning a
value representing the sampling probability, what the controller
actually assigns is a range. Specifically, as shown in Fig. 2, the
controller splits the range [0, 1) into three smaller, disjoint ranges
[0,%),[3,2),[2,1). When f* packets comes at any switch, we
will perform a uniform hash H(f) € [0, 1). Apparently, H(f)
locates in one and only one of the three ranges and f is sampled
by that switch. For the case where there are multiple controllers
in the control plane, the above techniques are not applicable. The
reason is that a flow passes through multiple switches that may
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Fig. 2. Motivation Example Comparison about Sampling Probability
Assignment.

Fig. 3. Motivation Example Comparison about Sampling Probability Assign-
ment with multiple controllers.

belong to different domains while the controller only manages
local switches, depicted in Fig. 3. There are four controllers in
the control plane and four switches are managed by the cor-
responding controller. The ideal sampling probability for flow
f on all switches is 1/4. However, since each controller (e.g.,
(1) only has the traffic information on the corresponding switch
(e.g., V1), it is impossible to give the ideal sampling probability
for flow f. Therefore, the range [0, 1) also cannot be split into
smaller, disjoint ranges appropriately. As this paper focuses on
a multi-controller scenario, the challenge of collaborative traffic
measurement that the sampling probability calculation in the
control plane and the sampling probability distribution in the
data plane will be addressed in Section IV and Section V.

III. SYSTEM MODEL AND PROBLEM STATEMENT

This section first introduces the system model and then gives
the problem statement. Some important notations are listed in
Table II.

A. System Model

A classical software-defined network logically consists of
a data plane and a control plane. The data plane consists of
a set of switches, denoted as V' = {vy,va,...,0,}, n=|V]|,
which is responsible for packet forwarding and other data-
plane functions, e.g., traffic measurement. The control plane is
responsible for managing the entire network, including route
selection/update and making rules for collaborative traffic
measurement. Since we consider the multi-controller scenario,
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TABLE I
NOTATION SUMMARY
Notation Definition
\% Set of switches {v1, Vo, ..., Uy }
C Set of controllers {c1, ca, ..., Cin }
P Set of routing paths {p1, pa2, ..., Ds }
?; Number of distinct flows on the route path p;
l; Measurement load of switch v;
ék Set of controllers including controller
¢k and its neighbors
Vi Set of switches managed by controller cy,
Vi Set of switches managed by controllers in ék
I Fairness Index
w: - Sampling probability of flows traversing route
J path p; on switch v;
Estimation of sampling probability of flows
@f j traversing route path p; on switch v; by
controller ¢,

the setof m controllersindenotedas C' = {¢y, co, ..., ¢}, m =
|C|. The set of switches managed by each controller ¢y is
called a domain, which is denoted as Vi, 1 < k < m, with
ng = |Vi|. Due to high synchronization cost and possible state
inconsistence issue, we assume each switch is managed by one
and only one controller, i.e., V;(V; =0, Vi, j € [1,m],i # j.
Each controller can communicate directly with its neighbour
controller(s) with east-west interfaces [26], [27], [28]. Moreover,
we denote the set of controller ¢, and its neighbour(s) as Cy;, and
the set of switches managed by the controllers in Cy, is denoted
as Vj.

The traffic of the network is modeled as network flows, which
are identified by one or multiple fields carried in the packet
header, depending on the application needs. A typical flow
identifier is a 5-tuple information containing source address,
source port, protocol, destination address, and destination port.
The set of the route paths for flows in the network is denoted as
P ={p1,p2,...ps} withs = | P|. Eachroute path of flows in the
network consists of a sequence of switches in the network, which
is denoted as p;. We assume that each controller has a knowledge
of the global route path of the flows that appears in the local
domain. This assumption can be supported by exchanging a little
information from peer controllers. Sometimes, if the routing
policy is simple or straight forward, the controller can derive
the route path of the flow in the whole network itself. From the
route paths of each flow, we know the number of flows on route
path p;, denoted as ¢;. The variable w; ; € [0, 1] denotes the
sampling probability of flows on switch v; traveling through its
route path p;. Let [p;] be the set of switches on path p;. The
measurement load [; of switch v; is defined as the number of
measured flows on it.

B. Problem Statement

The problem studied in this paper is called flow distribution
problem. Specifically, for any flow appearing in the local domain
of each controller ¢;, € C, i.e., p; Vi # @, the controller

2453

needs to decide whether the flow is measured by one of the
switches in its local domain (the flow may traverse multiple
domains and thus may not be necessarily measured locally). If
the flow is measured in its local domain, the controller should
decide on which switch the flow is measured. The constraint
is that any flow must be measured by one (for the purpose of
improving measurement performance) and only one switch (for
the purpose of reducing the total overhead) in the whole multi-
controller SDN. The objective is to balance the measurement
load among all switches.

The flow distribution problem will be solved by the measure-
ment strategy design in the control plane and the dedicate packet
processing in the data plane, which are given in Section IV and
Section V.

IV. PROBLEM FORMULATION FOR SAMPLING PROBABILITY
ASSIGNMENT ON CONTROL PLANE

The sampling probability assignment problem studies how
the controller assigns the appropriate traffic measurement prob-
abilities for each flow to the switches along its route path, in
order to make the traffic measurement load balanced among
all switches in the entire network. That is, each flow is mea-
sured by one and only one switch such that the measurement
load among switches is balanced. The measurement load of
switch v; is defined as the number of measured flows on it,
denoted as [;. The traffic measurement load on switch v; can be
calculated by

l; = Z Wi j@j (D

p]‘EP

Based on the traffic measurement load on switch v;, the fairness
index I [29], indicating the measurement load balance among
all switches, can be expressed as

(Xo,ev l)?
n- Z’UiEV lL2

The measurement load balance is optimally achieved when
l; = lyy, Yv; # vy. In this case, the fairness index I = 1. The
load balanced is degraded if I decreases. The worst case is that
all flows are measured at one switch and the rest of switches are
idle, i.e., l; = 0,Vvy # v; and [; # 0, resulting in [ = %L To
balance the measurement load among all switches, we expect to
maximize the value of fairness index /. Therefore, we formu-

late our distributed traffic measurement probability assignment
(DMPS) problem as follows:

I= 2)

(P1): max [ (3a)
st Y wi;j=1, VYpeP (3b)

Vi EP;
0< W; 5 <1, You; € V,pj epP 3c)

The first (3b) ensures that each flow in the network will be
measured by one switch along the route path p;. The objective
of DMPS is to balance the traffic measurement loads among all
switches, i.e., maximize the fairness index of all switches in the
entire network, max 1.
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The main challenge to derive the optimal solution of P1 is
the incompleteness of traffic information for a controller in a
multi-controller scenario. It is difficult for a single controller to
assign the appropriate traffic measurement probability for flows
on switch v; along its route path p;, because it only has the traffic
information on the switches in its local management area. In this
paper, we propose a distributed traffic measurement probability
assignment (DMPS) algorithm in multi-controller scenario to
balance the traffic measurement loads among all switches.

A. Algorithm Description

The algorithm runs in a distributed manner, and without loss
of generality we consider an arbitrary controller c;,. We consider
a time series of 0,1,...,¢.... Let w( ]) denote the sampling
probability of flows on sw1tch V; along path p; at iteration ¢.

Initially, w ( ) is set as ‘ ne where |p;| is the number of switches
in routing path p; (this information is known for any controller
as we have assumed that control plane knows routing path of
each flow). The algorithm mainly consists of the following four
steps at iteration t.

Step 1: Controller ¢ collects wl(tj) for all switches v; € Vk

and all flows that appears in Ci (Lines 3-4). In practice, this can
be done through controllers’ communication, e.g., the west-east
protocol [26], [27], [28].

Step 2: Based on the collected sampling probability wyj) forall
switches in Vk, the controller ¢; will solve problem P2 to obtain
the wk (t+1) , which is called selfish measurement fraction for cj,
and is a temporary constant (Line 5). The problem P2, denoted
as the neighbor optimization stage, is presented in Section IV-B.

Step 3: ¢;, will send wfj( +1)
v; belongs to (Lines 6-7).

to its neighbor controller(s) that

K (t+1)

Step 4: after receiving w; J

from each neighbor controller

¢k, ¢, Will compute w (Lmes 8-11).

After all controllers rece1ve the new sampling probabilities
o ](fH) the last strategy for sampling probability update, ex-
pressed by (5), will be applied to obtain the sampling probabili-
ties w (L1ne 9-11). The above four steps repeat until ¢t < T',
Where T is an integer constant. The setting of 7" should make the
objective of P1 converges to close-optimum one. The value of T’
is usually pre-given and we will experimentally show that 7" is
usually less than 5. The DMPS algorithm is formally described
in Algorithm 1.

B. Neighbor Optimization Stage

Since one controller can only manage the switches in its
management area in the multi-controller scenario, the traffic
measurement load balance cannot be achieved based on its local
traffic information. Therefore, the idea of neighbor optimiza-
tion is proposed to simply exchange the traffic measurement
loads among all switches managed by controllers in Cj,, which
finally makes the traffic measurement loads balanced among
all switches in the entire network. The convergence proof of
this method will be presented in Section IV-C. The detailed
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Algorithm 1: DMPS Algorithm at Controller cy.

Input: Controller Set 6‘k, Route Path Set P
Output: Final Traffic Sampling Probabilities w,

(t+1)

1. t=0
2: whilet < T do
3: for each switch v; € Vi, p; € P do
4: Obtain traffic sampling probability wl(?
5: end for
6: Solve P2 to obtain @]?’.(H_l) Vv; € Vie,p; € P
7 ks Dj
7 for each controller cp € Ck do
8: Send @} ;€ Vi p; € P
9: end for
10: Receive w; J( +1) Vo, € Vk,pj € Pfromcy € C’k
11: for each switch v; € Vi, p; € P do
12: Caleulate w!"™") by (5)
13: end for
14: t=t+1

15:  end while

description about the neighbour optimization stage is presented
below.

Based on (2), the expression ~ in the fairness index
I is a constant, because Zvi <y li is the total number of flows
which is fixed. Therefore, we can obtain the maximum fairness
index [ as long as the value of the expression Zvi v 1;% is
minimized. Therefore, during the neighbour optimization stage,
we can set the objective function as min Zvi = lf. That is, the
problem P2 is formulated as follow:

(Soyev 1)”

(P2): min y_ (I{"*) (4a)
UL'G‘/}k
s.t. Z o (tH Z w”,ij epP (4b)
’UiGVk ’U1€Vk
0< @y <1,vv; € Vi,pj € P (4c)

The first (4b) ensures that for each flow the sum of the the
sampling probability on switches managed by controllers in
C}; along the route path remains unchanged. The objective of
problem P2 is to balance the traffic measurement loads among
all switches managed by controllers in CY.

Note that, controller ¢, obtains the traffic measurement prob-

abilities w( ) on switches managed by controllers in Ck at the
iteration . However controller ¢ can only know the traffic
measurement probabilities on switches managed by controllers
in C}, at each iteration. Therefore, it is assumed that all the traffic
measurement probabilities on switches should be updated at the

Ak (t+1)

same iteration. Moreover, W is the traffic measurement

probabilities on switches managed by controllers in CA';C at it-
eration ¢ + 1, which is computed by controller cj. Obviously,
each controller tends to reduce the traffic measurement loads
on switches managed by itself, and we called w f ](H_l) as a
selfish traffic measurement probabilities. Therefore, there is no
guarantee that the traffic measurement loads among all switches
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will be balanced, when all controllers execute the selfish strategy
for switches managed by themselves. In order to achieve the
goal of traffic measurement load balanced among all switches,
the step size [ is applied during the adjustment of the traffic

measurement probabilities on switches managed by controllers
(t+1)

in Ck That is, the traffic measurement probabilities w; ;" on
switch v; at iteration ¢ + 1 is expressed as
(t+1) (t) +8. Z (Ak (1) l(tJ)) 5)

CkEC

C. Convergence Analysis

In this section, we prove that the proposed algorithm con-
verges to the approximate optimal solution of problem P1. For
convenience, we convert P1 to minimize the inverse of the
fairness index I (w), which is denoted as .J(w). Therefore, we
can obtain

2
Iw)  (,ev )’
where w = {w; j||Vv; € V,p; € P} is the traffic measurement
probability assignment strategy in the network. Besides, we
denote the traffic measurement probability assignment strategy
at iteration ¢ as w(*). Therefore,

n ZmEV(l(t Z l(t 7)
(Soo 0 @7
v; eV " v, eV

where ® = Zv v lft) and lgt) = 27 cr W (t)@

According to the definition of w(t), we can obtain the new
traffic measurement probabilities assignment strategy w(**1)
at iteration ¢ + 1 after the execution of the DMPS algorithm.
Therefore, the transformation model of the traffic measurement
probability assignment strategy w can be expressed as

wt) = T(w®) (8)

J(w®) =

Based on the above analysis, if w* = 7T (w*), the traffic mea-
surement probabilities assignment strategy w™ can be treated as
a fixed point of iterative convergence of (8).

Lemma 1: If w® # w*, w**Y gives a descent direction at
w® for J(w®), i.e

(VJ(w®), wtD —

w®) <0,

where symbol V denotes the gradient operator, and (a,b)
denotes the inner product of vectors a and b.
Proof: According to (7), we compute the partial derivative of

J(w®) with respect to wl(tj) as

8J(w(t)) (t)
— ll ?; )
3wz(tj) q)Q !

Therefore, we can obtain

(t+1) _

(VJ(w®),w w®)
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2n t t+1 t
25 0 (ult -l
w(t/),Ew(f)
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According to (4a), we can obtain the inequality as follow

> (i) < ) (1)’

v; €V v; €V

(11)

Therefore, we can deduce that

S <SS al)

Vg €‘7k ’UiEVk

<y (z§”)2

V; eXA/k

3 ()

’U1€Vk

12)

On one hand, by (9), we can obtain that the function .J (w®)
is strictly convex. That is, as long as w® = w*, we can obtain
(VJ(w®), wtth) —w®) <0,

On the other hand, combining (10) and (12), if
ZU7EVk(l(t+1)) =D ehn (l(t)) for all controllers ¢,
the gradient function (V.J(w®), wt*+1) — w(®) = 0. That is,
when the gradient function (V.J(w®), w1 —w®) =0,
we can obtain that w1 = w® and w® = w*.

According to the above conclusion, we can conclude that the
gradient function (V.J(w®), w1 — w®) < 0. O

Lemma 2: If w® # w*, there exists § € (0,1] such that
J(w ) < J(w®).

Proof: According to (5), we can regard w1 as a variable
vector that varies with the value of parameter [, denoted as
w1 (B). Therefore, w becomes a constant vector with
the parameter S = 0, which means the traffic measurement
probabilities assignment strategy is same as that at any iteration
t,ie., w1 (0) = w®,

By the definition of J(w(t)) in (7), J(w®*Y) is differ-
entiable for each component of w1 Since (5) is a linear
transformation, the components of w®*D) can be differentiable
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on the parameter 3. Thus, we can deduce that J(w(*1) is
differentiable on the parameter 3, too.

To simplify the expression, we define G(3) = J(w**+1)(3))
as a function of the parameter 3. Therefore, we can obtain that
G(0) = J(w*D(0)) = J(w®).

Assumethat V3 € (0, 1], theexpression G(3) > G(0) always
exists, i.e., J(wTY) > J(w®).

On one hand, by chain rule, we can obtain that

s o o

t+1

w;,jEw(t+D) 6105);_ ) aﬁ
= <VJ(w(t+1))’ (w(t+1)),ﬁ>

By Lemma 1, for V3 — 0%, we can obtain that

G/(0+) = GIB |ﬂ—>o+

G =

~(t+1) _ ()
= lim <VJ(zB(t+1)),w 6) — (0)>
B0+ B
(VI(w®), & — w®)
= lim
B—0+ B
<0 (13)
On the other hand, we can obtain that
. G(B) —G(0)
"0 =1 _— > 14
¢(0%) ﬁi%i -0 20 (14)

Based on the above two cases, we can find that the (13) and
(14) are contradictory. As a result, the assumption that G(5) >
G(0) always exists with V3 € (0, 1] does not hold. That is, there
exists 3 € (0, 1] such that J(w®*1) < J(w®) 0.

Theorem 1: Suppose that the parameter 3 € (0,1] makes
J(w) < J(w®). Then, w® can converge to w*, i.e.,
lim;_, ;oo w® = w*. In addition, w* is the optimal solution
of problem P1.

Proof: According to Lemma 2, J(w®) is a monotoni-
cally decreasing sequence with respect to the iteration ¢ and
J(w®) > 0. Assume that lim; , ;. w® = w’ and w’ # w*.

According to Lemma 2, if w’ # w*, there exists § € (0, 1]
such that J(w') decreases again. Therefore, we can obtain that
limy oo w® = w*.

In addition, assume that there exists w” such that 7 (w") #
w”, and w” is the vector with the minimum value of J(w).

According to Lemmas 1 and 2, 7 (w”) gives a descent di-
rection at w”, and there exists the parameter 5 € (0, 1] such
that J(7 (w")) < J(w"), which contradicts our assumption.
Therefore, w* is the optimal solution of problem P1. 0

V. PACKET PROCESSING ON DATA PLANE

In the multi-controller SDNs, for flows appearing in the local
domain of controller ¢, the controller will assign a sampling
probability w; ; to switch v; along its route path p;. How to
obtain w; ; in the control plane has been given in Section IV.
However, since the controller can only manage the switches
in its local domain, there is no guarantee that each flow can
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Packet

Fig. 4. Illustration of Real-time Packet Processing for Flow Distribution.

be measured once on a switch along its route path. To realize
flow distribution in the local domain, there need some extra
lightweight operations in the data plane of switches to adapt the
sampling probability w; ; for flows on each switch to traditional
packet processing. In other words, two constraints should be
satisfied:

¢ Flows traversing through route path p; should be measured
one and only once by any switch v; along the route path,
i.e., ZviEpj Wi, = 1;

e The operation of sampling probability update for flows
traversing through route path p; on switch v; should be
lightweight.

We maintain a state bit in each packet header, denoted as
Flag = 0, which indicates whether this packet has been mea-
sured (Flag = 1) or not (Flag = 0). Besides, we maintain
another field in each packet header of flows, denoted as HW;
which represents the cumulative sampling probabilities from
the ingress switches to the current switches (included) along
the route path p;. Initially, HW; = 0 and Flag = 0. Note that
every switch uses the hash value w € [0, 1) obtained by the same
uniform hash function H (-) that takes the flow identifier as the
arguments, guaranteeing consistently the same hash value at any
switch as long as the the packets belong to the same flow. Our
design ensures that a flow will be measured on the switch where
both Flag = 0 and w > HWj, if the value of w is less than the
value of updated HW;. Then, Flag is updated to 1. In a word,
upon a packet of flow arriving at switch v; in its route path p;,
there are two cases:

e If Flag = 0, it means the flow has not been measured and
we know w > HW;. Then, we update HW; to HW; +
wj, ;. There are two sub-cases.

- Ifw < HW;, we will measure the packet and update F'lag
as 1.

— Otherwise, the packet will be forwarded directly.

e If Flag = 1, it means the packet has been measured and
there is no need to measure this packet. Therefore, the
packet will be forwarded directly.

The design for the real-time packet processing for flows on
switch v, is illustrated in Fig. 4. Note that it will not significantly
increase the overhead by adding some state information to the
packet header, which has been widely used in various applica-
tions, such as middle box routing [30] and segment routing [31].

VI. EVALUATION

In this section, we first introduce the benchmarks and metrics
for our simulations in Section VI-A. Then we describe the

Authorized licensed use limited to: China Jiliang University. Downloaded on June 06,2024 at 07:58:33 UTC from IEEE Xplore. Restrictions apply.



YAO et al.: DISTRIBUTED STRATEGY FOR COLLABORATIVE TRAFFIC MEASUREMENT IN A MULTI-CONTROLLER SDN

simulation settings in Section VI-B. Finally, we evaluate our pro-
posed algorithms through extensive simulations in Section VI-C.

A. Benchmarks and Performance Metrics

Since DMPS is the first studying the collaborative traffic
measurement in a multi-controller SDN, there is no prior work
for comparison. The most related works, i.e., cSamp [18] and
NSPA [20], are centralized algorithms that are designed for col-
laborative traffic measurement in a single-controller SDN. We
apply them to the multi-controller scenario by assuming that they
are executed at one of the controllers with global information.
This assumption can hardly be true in practical large-scale SDNs
as one controller is limited in computing/memory resources.
However, it makes us know the optimal performance in some
metrics, from which we know the gap between the optimum and
DMPS. We adopt the following performance metrics.

® The maximum measurement load among all switches. The

measurement load on a switch is defined as the number
of flows measured by the switch. The lower the maximum
traffic measurement load among all switches is, the more
balanced the measurement loads among all switches are.
® The fairness index I. After measurement probabilities of
each flow along its route path are obtained, the number
of flows measured by each switch can be determined. We
)2
7;ZEVVZ;2 . which
indicates what extent the measurement loads among all
switches are balanced.
® The maximum communication load among all controllers.

When a centralized algorithm (e.g., cSamp, NSPA) is ap-

plied in a multi-controller scenario, the “super” controller

should 1) be input the information of all flows from other
controllers. For each flow, the communication load is the
size of the flow identifier, which is 20 Bytes for each
5-tuple flow. By multiplying the number of flows at any
domain, we can obtain the input communication load at
the controller; 2) Output the sampling probability of each
flow at each switch to the peer controllers, the commu-
nication message for each flow at each switch includes
flow identifier, switch ID, sampling probability, result in
the communication load of 20 + 4 + 4 = 28 bytes for
each message exchange. By multiplying the number of
messages, we can obtain the output communication load at
any switch. Adding up the input and output communication
load, we can obtain the total communication load at any
switch. For the DMPS algorithm, controllers exchange the
sampling probability for each flow at each switch along
the route path. Therefore, the message format is: flow
identifier, switch ID, sampling probability, result in the
communication load of 20+4+4=28 bytes for each mes-
sage exchange. By multiplying the number of messages,
we can obtain the communication load at any switch.

® The average processing overhead per-packet in traffic mea-
surement probability distribution. Different solutions may
perform different operations, e.g., hash operation, mem-
ory access, packet-header reading/writing, etc., for flow
distribution. Note that memory access refers to operations

calculate the fairness index, i.e., I =
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(e.g., lookup and update) on a memory list, e.g., a table
of hash ranges and a bloom filter. It is trivial to consider
all operations together, for different operations leading to
various processing overheads. By testing on our platform
with CPU 3.7 GHz and OVS version 2.5.3 [32], we find
that average processing overheads (e.g., about 10-30 CPU
cycles) of hash operation, and memory access are usually
more than that (e.g., about 1-5 CPU cycles) of packet-head
reading/writing. Thus, we analyze the average number of
hash operations and memory accesses per-packet in flow
traffic measurement load distribution.

® The running time is defined as the time required to solve
the algorithm on controller plane in each benchmark.

B. Simulation Settings

In the simulations, as running examples, we select two typical
and practical topologies for data center networks. The first one
for data center networks is the Fat-tree topology [33], which has
been widely used in many data center networks. The Fat-tree
topology has in total 320 switches (including 128 edge switches,
128 aggregation switches, and 64 core switches) and 1024
terminals. The second topology VL2 [34] is another data center
network topology. The topology VL2 contains 240 switches,
which consists of 20 core switches, 20 aggregation switches
and 200 edge switches. Each edge switch sets up connections
to randomly selected peer edge switches. Considering a multi-
controller scenario, we determine the number of controllers as 8
and 16 for our simulations, and all switches are evenly assigned
to the controllers of the control plane. Besides, we adopt ECMP
for flow routing in both topologies. One commodity server,
which is equipped with 1 Intel Xeon 2.10 GHz CPU (each with
22 physical cores), use 32 K/1024 K/20976 K L1-3 caches. The
server runs a Linux 5.4.0-71-generic distribution. We execute
each simulation 100 times on the server, and take the average of
the numerical results.

C. Experimental Results

The simulation is categorized into two groups. The first group
is to evaluate the impact of simulation setting on the performance
of DMPS in Section VI-C1. The second group is to compare the
performance of DMPS with benchmarks in Section VI-C2, i.e.,
cSamp, NSPA.

1) Setting of Parameter [3: Considering the parameter [ in
our algorithm (DMPS) defined by the prior knowledge, we
should choose an appropriate parameter 3 (e.g., 0.3) through
the simulations.

We first observe the impact of parameter S on the number
of iterations, when there are 200 K flows in the network. The
value of parameter /3 varies in the range of (0.1, 1), and the step
length is set as 0.05. The results in Fig. 5 show that the number
of iterations decreases when parameter [ increases to 0.3. When
the value of parameter (3 is more than 0.3, we find the algorithm
does not converge. We will provide the details in each round of
iteration in Figs. 7-10.

Then, we also show maximum measurement load among all
switches when converging of DMPS under different values of
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Fig. 5. Maximum number of iterations for DMPS with different values of 3
with respect to the number of iterations when there are 200 K flows. Plot (a):
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parameter 5 in DMPS. The results in Fig. 6 show that small
value of parameter (§ will result in large maximum measurement
load. The above results keep consistent when the number of
flows changes. Therefore, the optimal setting about the value
of parameter (3 is 0.3. Besides, since parameter 5 > 0.3 leads
to the non-convergence of DMPS algorithm, the maximum
measurement load among all switches is not plotted in the figure.

Last, we will take the value (0.1, 0.3, 0.5) of parameter
[ as representatives to evaluate the detailed performance of
DMPS during execution under different topologies and different
number of flows in Figs. 7-10. All figures show that the setting
about the value of parameter 5 as 0.3 can achieve the lowest
maximum measurement load with the fastest convergence speed,
regardless of the network topology, compared to the setting about
the value of parameter 3 as 0.1. Moreover, we find that the setting
about the value of parameter /3 as 0.5 cannot obtain a stable
solution because of the non-convergence of DMPS algorithm
with the parameter setting. The reason is that large value of
parameter 3 will make the controller be over-fed the sampling
probabilities from neighbor controllers, i.e., the measurement
load from neighbour controllers. Specifically, the plot (a) of
Fig. 7 describes the maximum traffic measurement load among
all switches under the topology Fat Tree with 8 controllers when
there are 200 K flows in the network. When the value of param-
eter 3 is set as 0.1, the minimum value of the maximum traffic
measurement load is about 1170 after 10 iterations of our DMPS
algorithm. However, only 3 iterations is required to achieve the
minimum value of the maximum traffic measurement load (i.e.,
1120) among all switches, when the value of parameter /3 is set
as 0.3. As a result, the number of iterations for convergence will
increase with the value of parameter 3 decreasing from 0.3. We
also conduct the experiments by increasing the number of flows
from 200 K to 800 K and the number of controllers from 8 to
16. The results are consistent and the same conclusion can be
drawn.

2) Comparison Among DMPS, Csamp and NSPA: In the
section, we conduct five sets of simulations to observe the
performance comparison among DMPS, cSamp and NSPA.

The first set of simulations observes the performance of the
maximum traffic measurement load among all switches with
different numbers of flows in Figs. 11-12. The results in both
figures show that the maximum traffic measurement load almost
linearly increase with the number of flows from 200 K to 800 K
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on both two topologies with different controllers. Specifically,
for the topology Fat Tree with 8 controllers depicted in plot (a) of
Fig. 11, the maximum traffic measurement loads are 3380, 8030
and 3120 with 600 K flows, respectively, when the algorithms
DMPS, NSPA and cSamp are applied for the traffic measurement
load distribution. Moreover, for the topology Fat Tree with 16
controllers depicted in plot (a) of Fig. 12, the maximum traffic
measurement loads are 3700, 8030 and 3120 with 600 K flows,
respectively, when the algorithms DMPS, NSPA and cSamp are
applied for the traffic measurement load distribution. That is,
our proposed DMPS algorithm can achieve a slightly (~10% on
average) worse performance compared with cSamp in terms of
the traffic measurement load balance. Since the algorithm NSPA
assigns a sampling probability for each switch, our proposed
DMPS algorithm can achieve a much better (at least 100%
on average) performance compared with NSPA in terms of the
traffic measurement load balance.

The second set of simulations observes the fairness index
achieved by our DMPS algorithm under the different numbers
of flows. Fig. 13 shows that the fairness index under a certain
number of controllers can be maintained at almost the same
value, regardless of the number of flows. Specifically, the values
of the fairness index are all about 0.92 and 0.9, when the numbers
of controllers are 8 and 16 in topology Fat Tree with different
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Fat Tree with 16 Controllers; Plot (b): Topology VL2 with 16 Controllers.

number of flows depicted in the plot (a). Moreover, for the plot
(b) of Fig. 13, the values of the fairness index are all about
0.93 and 0.92, when the numbers of controllers are 8 and 16 in
topology VL2 with different number of flows. We find that
the value of the fairness index increases with the number of
controllers decreasing. The reason is that the algorithm running
on each controller can only make its traffic measurement load
distribution strategy based on the traffic information collected by
itself and its neighbours. What’s more, the number of switches
managed by each controller decreases with the number of con-
trollers, leading to the traffic information collected by each
controller decreasing.

The third set of simulations observes the maximum commu-
nication load among controllers when deploying cSamp, NSPA
and DMPS on them. We vary the number of flows from 200 K to
800 K. The results under different topologies with 8 controllers
are shown in Fig. 14. Moreover, Fig. 15 shows the result under
different topologies with 16 controllers. The results in both
figures show that DMPS is the most lightweight algorithm in
terms of the communication load between two controllers. For
instance, from the plot (a) of Fig. 14, we find that the maximum
communication load of our DMPS algorithm is reduced by
25% at least, compared to the cSamp and NSPA under the
topology Fat Tree with 8 controllers. For the plot (b) of Fig. 14,
the maximum communication load of our DMPS algorithm is
reduced by 20% at least, compared to the cSamp and NSPA
under the topology VL2 with 16 controllers.

The fourth set of simulations observes the running time of
cSamp, NSPA and DMPS, shown in Fig. 16. The results show
that DMPS is faster than cSamp but slightly slower than NSPA.
However, all algorithms can be executed in minutes. Moreover,
we find that the running time of DMPS algorithm only depends
on the number of route path in the network, i.e., the scale of
the network, which makes our DMPS applicable in practical
scenarios.
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The last set of simulations observes the per-packet processing
overhead in the data plane of cSamp, NSPA and DMPS. Fig. 17
shows the per-packet processing overheads of different algo-
rithms on topology Fat Tree and VL2, respectively. Per-packet
processing overhead mainly includes hash operations and mem-
ory accesses. By the plot (a) of Fig. 17, we observe that cSamp
requiresthe 2.3 times numbers of per-packet hash operations
as NSPA on topology Fat Tree. Similarly, the number is 2.2
on topology VL. For memory access, all algorithms have very
limited number of memory accesses per packet, meaning that
packet-processing in the data plane is lightweight.

From the simulation results in Figs. 7-17, we can make the
following four conclusions. First, by Figs. 11 and 15, NSPA
achieves a slightly worse but comparable performance (~10%
on average) in terms of the traffic measurement load balancing.
Second, Figs. 14 and 15 show that our NSPA algorithm can
reduce the communication load among controllers drastically,
which makes our solution more practical in applications. Third,
Fig. 16 shows that our NSPA algorithm can achieve lower time
complexity compared to cSamp. Last, Fig. 17 shows that per-
packet processing overhead on each switch is lightweight for
traffic measurement.

VII. CONCLUSION

This paper studies how to perform collaborative traffic mea-
surement in multi-controller SDNs. Our solution proposes a
dedicate lightweight packet processing design in the data plane
to support the collaborative traffic measurement function and
an efficient measurement probability assignment strategy in the
control plane to improve performance of the solution. To the
best of our knowledge, this paper is the first on collaborative
traffic measurement in multi-controller SDNs, We prove the
convergence of the strategy and conduct extensive simulations to
evaluate the performance of the proposed solution with the base-
lines that are modified from the most related works. The results
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demonstrate that the proposed solution outperforms baselines
in terms of several metrics including measurement load balance
and communication load.
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