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Abstract: With the development of new Internet ser-
vices with computation-intensive and delay-sensitive
tasks, the traditional “Best Effort” network commu-
nication mode has been greatly challenged. The net-
work system is urgently required to provide end-to-
end communication determinacy and computing de-
terminacy for new applications to ensure the safe and
efficient operation of services. Based on the research
of the convergence of computing and networking, a
new network paradigm named deterministic comput-
ing power networking (Det-CPN) is proposed. In this
article, we firstly introduce the research advance of
computing power networking. And then the motiva-
tions and scenarios of Det-CPN are analyzed. Fol-
lowing that, we present the system architecture, tech-
nological capabilities, workflow as well as key tech-
nologies for Det-CPN. Moreover, performance evalu-
ation and simulation results are presented to illustrate
the performance of the proposed scheme. Finally, the
challenges and future trends of Det-CPN are analyzed
and discussed.
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I. INTRODUCTION

With the development of emerging network applica-
tions such as artificial intelligence (AI), autonomous
driving, cloud virtual reality (VR) and intelligent man-
ufacturing, these new applications have put forward
higher requirements for network communication la-
tency and computing power [1]. For example, the
GPT-3 model has 175 billion parameters, and train-
ing the GPT-3 model requires 355 GPU years (a GPU
V100 runs for 355 years) [2]. According the research
report [3], it is estimated that by 2030, total general
computing power will see a tenfold increase and reach
3.3 ZFLOPS, and AI computing power will increase
by a factor of 500, to more than 100 ZFLOPS. In ad-
dition, in the filed of industrial automation, the com-
munication between Programmable Logic Controllers
(PLCs) usually has requirements regarding the upper
bound of latency, and the underlying networking in-
frastructure must ensure a maximum end-to-end mes-
sage delivery time in the range of 100us to 50ms [4].
Hence, it is necessary and significant to design a new
network architecture with ultra-low latency, ultra-high
bandwidth, and ultra-strong computing power.

To cope with the challenges brought by new appli-
cation development, the academia and industry have
been actively exploring. For example, in order to
meet the challenges of new business demands for com-
puting power, computing power networking (CPN)
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has been proposed, aiming at connecting distributed
computing nodes, achieving rapid access to comput-
ing resources and efficient distribution of computing
tasks[5][6][7][8]. Meanwhile, in order to address the
challenge of latency and jitter requirements for new
services, deterministic networking has also been pro-
posed, aiming at ensuring the quality and reliability of
data transmission[9][10].

However, some emerging network applications
(e.g., Cloud VR, autonomous driving) have both
latency-sensitive and computation-intensive character-
istics, which place high demands on both latency and
computing power [11] [12]. And the current research
on CPN mainly focuses on how to schedule comput-
ing tasks to matching computing nodes, while neglect-
ing the communication determinacy and computation
determinacy. Therefore, the current CPN cannot solve
the determinacy problems of communication and com-
putation. How to design a new network architecture
that meets latency and computing power requirements
has become a major challenge at present.

Fortunately, many researchers have begun to pay at-
tention to this issue. In [13], the authors propose a
task deterministic network architecture that provides
communication with bounded low latency and zero
jitter for critical tasks among edge computing sys-
tems. In [14], the authors proposed a deep reinforce-
ment learning based deterministic scheduling archi-
tecture for computing and networking convergence,
achieving deterministic end-to-end transmission with
bounded latency. In [15], the authors proposed a
lightweight real-time scheduler named CoRaiS for
multiedge cooperative computing, so as to improve
decision-making efficiency and enhance transmission
and processing performance. However, these works
usually only considered transmission determinacy, and
did not consider computing determinacy. As a result,
it is still difficult to meet the demands of time-sensitive
and computation-intensive computing tasks.

In this paper, we propose a new network paradigm
called deterministic computing power networking
(Det-CPN), which is based on computing power
networking and deterministic network technology,
and integrates deeply network and computing re-
sources. The Det-CPN can provide end-to-end de-
terministic computing-network service capabilities for
time-sensitive and computation-intensive applications,
achieving the determinacy for latency, jitter, path, and

computing. Thus, the Det-CPN can effectively address
the challenges that traditional “Best Effort” network
transmission mode and “Time Division and Sharding”
computing method cannot solve, and can meet the
needs of new business development. The main con-
tributions of this article are highlighted as follows:
• The motivations and scenarios for Det-CPN are

analyzed. Computation-intensive and time-sensitive
application has equally important requirements for
deterministic communication and deterministic com-
putation, driving the innovation and development of
DetCPN.
• An architecture of Det-CPN with network deter-

minacy and computing determinacy is proposed for
time-sensitive and computation-intensive applications.
And the technological capabilities and workflow of
Det-CPN are presented.
• The key technologies of Det-CPN are introduced,

including network determinacy technology and com-
puting determinacy technology.
• The performance of Det-CPN has been verified

through simulation experiments. In additon, the chal-
lenges and future trends of Det-CPN are also analyzed
and discussed.

The remainder of the article is organized as follows.
We provide the overview of CPN, and analyze the mo-
tivations and scenarios for Det-CPN. Then, the archi-
tecture of Det-CPN is proposed, and the technological
capabilities, workflow as well as the key technologies
are presented. And simulation results are presented
to illustrate the performance of the proposed scheme.
Following that, some research challenges and future
trends are discussed. Finally, we conclude the article.

II. RESEARCH ADVANCE FOR CPN

Det-CPN can be considered as the next evolution
paradigm of CPN. In order to better understand Det-
CPN, we summarize and analyze the research progress
of CPN in this section. By improving the design
of network architecture and protocols, CPN connects
distributed computing nodes and coordinates schedul-
ing, achieving performance optimization as well as
efficient utilization of computing-network resources.
Currently, CPN has achieved initial results in system
architecture, technological innovation, and standard
specifications. In terms of architecture, CPN can be
typically divided into centralized architecture and dis-
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Figure 1. The centralized architecture scheme of CPN

tributed architecture.
In the centralized architecture scheme, as shown in

Fig.1, the CPN system is divided into control plane
and data plane. The control plane has a full resource
view of the CPN, and makes unified computing power
scheduling decisions. Through mechanisms such as
centralized computing-network scheduling, it achieves
routing addressing, distribution scheduling, and re-
source allocation of computing network resources.

Based on a centralized approach, a large amount of
research has been conducted in both academia and in-
dustry. In [16], the authors proposed the concept of
Sky Computing, which obtains resource service status
information of distributed computing nodes through
centralized methods, and then performs global unified
task scheduling. In [17], the authors proposed a com-
puting power networking framework for ubiquitous
AI by establishing networking in AI computing-power
pool. And this framework were designed to enable the
adaptability for computing-power users, the flexibility
for networking, and the profitability for computing-
power providers. Moreover, the authors in [18] pro-
posed a Service Intent-aware Task Scheduling frame-
work for CPN to achieve the optimal matching of task
intent and computing-networking resources.

In the distributed architecture scheme, as shown in
Fig.2, the CPN achieves synchronization of the sta-
tus information through the interaction between ad-
jacent routing nodes. And the routing and forward-
ing of computing tasks are also completed during the
decision-making of network nodes. And this scheme
is usually implemented through network layer proto-
col extension.

Based on a distributed approach, the academic com-

Figure 2. The distributed architecture scheme of CPN

munity has also conducted extensive research on CPN.
In [19], the authors proposed the Compute First Net-
working technology solution, which is implemented
using the Border Gateway Protocol (BGP) exten-
sion method. And it implements the synchroniza-
tion of computing-network status information, rout-
ing and forwarding decisions of computing tasks at
the network layer. In [20], the authors designed a
scheduling strategy based on load balancing to allocate
users’ computing power tasks to an optimal computing
power site by sensing the load and network status of
each computing site. In [21], the authors explored the
problem of network slicing and resource scheduling in
compute first networking, and proposed a cooperative
game model on the networking and computation re-
source allocation to optimize the system performance.
In [22], the authors proposed a time-sensitive service
coverage concept in the compute first networking, and
then propose a novel framework to distributively shape
the service coverage. In addition, the research on com-
puting power networking, combined with technologies
such as cloud native [23] and named data networking
[24], has also attracted industry attention.

The standardization of CPN has also made signifi-
cant progress. The International Telecommunication
Union (ITU) in July 2021 approved CPN standards
such as Y.2501 ”Computing Power Network frame-
work and architecture” [25], marking new progress
in the internationalization of CPN standards. The In-
ternet Engineering Task Force (IETF) has also estab-
lished the Computing in the Network Research Group
(COINRG) working group to carry out research and
standardization work on intra network computing[26].
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III. MOTIVATIONS AND SCENARIOS FOR
DET-CPN

Det-CPN has deterministic guarantee capabilities in
transmission and computation, which can achieve de-
terministic transmission and computation of comput-
ing tasks within constrained time. Compared to tra-
ditional computing power networking, Det-CPN can
better meet the requirements of time-sensitive and
computation-intensive applications. Det-CPN has im-
portant application value in emerging business fields
that are time-sensitive and computation-intensive. In
this section, we take intelligent driving, Cloud VR and
intelligent manufacturing as examples to analyze the
motivations and typical application scenarios of Det-
CPN.

3.1 Intelligent Driving

Intelligent driving is a core application service in fu-
ture intelligent society[27][28]. It relies on the vehi-
cle’s own cameras, millimeter wave radar, LiDAR, in-
ertial navigation and other sensors for environmental
perception, and then performs calculations, decisions,
and control execution, which requires strong comput-
ing power support and strict low latency communi-
cation guarantees. However, massive perceptual data
and complex computing tasks make it difficult to pro-
cess at a lower cost on vehicle computing platforms.
Therefore, the intelligent driving will move towards
the trend of “cloud-network-edge-end” integrated de-
velopment. The interconnection and integration of
“cloud-network-edge-end” require a low latency, low
jitter, and zero packet loss computing-network envi-
ronment. Correspondingly, Det-CPN can provide a
flexible, agile, accurate and deterministic computing-
network resource service capability. Based on the
latency requirements of intelligent driving applica-
tions, Det-CPN can achieve collaborative scheduling
of computing tasks. Therefore, Det-CPN can em-
power the development of intelligent driving.

3.2 Cloud VR

Cloud VR refers to the introduction of the concepts
and technologies of cloud computing and cloud ren-
dering into VR business applications. Compared to
traditional VR, Cloud VR has the advantages of re-
ducing user terminal costs, improving VR resource

utilization efficiency, and facilitating centralized con-
tent management in the cloud. However, Cloud VR
has relatively high requirements for computing and
network performance. Usually, the motion-to-photon
(MTP) latency cannot exceed 20 ms. At the same
time, the typical computing requirements include 8K
H.265 real-time hard decoding and multi-channel par-
allel computing capabilities [29][30]. Users may expe-
rience dizziness if their viewing experience is repeat-
edly hindered by excessive latency. In order to avoid
dizziness, the strong interactive services of Cloud VR
require deterministic latency and jitter. Therefore,
Cloud VR requires the support of Det-CPN.

3.3 Intelligent Manufacturing

With the development of the manufacturing industry
towards intelligent and digital transformation, indus-
trial control systems are gradually moving towards
cloud deployment, and the process operations on the
production site can be remotely controlled and pro-
cessed to ensure production flexibility and safety[31].
At the same time, the cloud deployment of intelli-
gent manufacturing also allows large enterprises to
achieve production factor allocation and optimization
between headquarters and multiple bases on a larger
scale, achieving cost reduction and efficiency increase
for enterprises. Therefore, in response to the trend of
industrial control systems towards wide area and cloud
development, Det-CPN can provide real-time comput-
ing power and real-time transmission guarantee for
the next generation of industrial control systems. For
example, deploying the factory control system in the
form of cloud services on the cloud, transmitting the
information collected by sensing devices with ultra-
low latency and ultra-high reliability to edge comput-
ing nodes. Through rapid identification and decision-
making, control instructions are quickly fed back to
terminal devices and actions are executed.

IV. THE ARCHITECTURE, TECHNOLOG-
ICAL CAPABILITIES AND WORK-
FLOW OF DET-CPN

Based on the introduction above, the definition and
concept of Det-CPN are further clarified here. In fact,
Det-CPN is an advanced stage in the development
of CPN. Based on the deep integration of computing
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Figure 3. The architecture of Det-CPN

power and communication networks, Det-CPN fully
considers the time constraints of new services in terms
of computation and transmission. By adopting de-
terministic mechanism methods for transmission and
computation, including task grading, resource reser-
vation, resource pre-adjustment, etc., Det-CPN can
achieve deterministic transmission and computation of
computing tasks within the constrained time. In this
section, we present the architecture, analyze the tech-
nological capabilities and introduce the workflow for
Det-CPN system.

4.1 Architecture Design of Det-CPN

In this section, we present the architecture of Det-
CPN. As shown in Fig.3, the architecture mainly con-
sists of three parts, namely the infrastructure layer,
computing and network convergence layer, and appli-
cation service layer.

4.1.1 Infrastructure Layer

The infrastructure layer includes heterogeneous multi-
level computing infrastructure and heterogeneous
ubiquitous network infrastructure. Computing infras-

tructure provides heterogeneous computing power re-
sources such as basic computing power, intelligent
computing power and super computing power, usually
including terminal computing nodes, edge computing
nodes and central cloud computing nodes. Network
infrastructure provides end-to-end network connectiv-
ity, including deterministic edge networks, determin-
istic wide area networks, and deterministic data cen-
ter networks. The infrastructure layer provides basic
computing and network resource capabilities for the
upper layer.

4.1.2 Computing and Network Convergence Layer

The computing and network convergence layer is the
core of the Det-CPN, including the computing and net-
work decision plane (CNDP), the computing and net-
work execution plane (CNEP).

The CNDP consists of state perception, analysis
modeling, policy formulation, and intelligent opera-
tion. The CNDP obtains computing-network informa-
tion through the functions of the state perception mod-
ule, such as state detection, task perception, network
perception, and intention perception. And then based
on the state information, the analysis modeling mod-
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ule can achieve computing measurement, computing
modeling, task deconstruction, and knowledge model-
ing. On the basis of analysis and modeling, policies
such as network configuration, application orchestra-
tion, swarm intelligence learning, and intelligent dis-
tribution are formulated through the policy formula-
tion module. At the same time, the CNDP achieves
integrated services, intention driven decision-making,
adaptive optimization, and autonomous operation and
maintenance through the intelligent operation module.
The CNDP will hand over the formulated strategies to
the CNEP for execution.

The CNEP is divided into network control module
and computing control module. The network control
module mainly controls the network infrastructure, in-
cluding edge networks, wide area networks, and data
center networks, so as to achieve end-to-end determin-
istic and high-quality network control. The comput-
ing control module mainly manages and orchestrates
the multi-level computing resources, achieving func-
tions such as hierarchical and domain based comput-
ing, heterogeneous computing, computation offload-
ing, and serverless scheduling. Its core capability is
the deterministic computing processing of computing
tasks. Namely, it constrains the processing delay of
computing tasks to a fixed range, thereby ensuring that
user terminal can obtain the results of computing task
completion and return within the constraint time.

4.1.3 Application Service Layer

The application service layer provides users with var-
ious application services and is responsible for ser-
vice operation. Application services mainly include
computation-intensive and time-sensitive applications
such as Cloud VR, intelligent driving, intelligent man-
ufacturing, and smart healthcare.

4.2 The Technological Capabilities of Det-
CPN

In order to achieve the design goals of Det-CPN, it is
necessary to possess three core capabilities, namely,
deterministic communication capability, deterministic
computing capability and intelligent decision-making
capability. In this subsection, we present these three
technical capabilities.

4.2.1 Deterministic Communication Capability

In Det-CPN, the transmission of computing tasks usu-
ally has strict limitations on latency and jitter. There-
fore, providing end-to-end deterministic communica-
tion guarantee for computing tasks is one of the core
capabilities of Det-CPN. On the edge network side,
the deterministic edge network can be constructed
by introducing time sensitive networking (TSN) and
“5G+TSN” technology. On the wide area network
side, the deterministic wide area network can be im-
plemented by introducing deterministic networking
(DetNet) and segment routing (SR) technology. On
the network side of the data center, the deterministic
data center network introduces technologies such as
intelligent lossless networks. And combined with soft-
ware defined network (SDN) technology, the Det-CPN
can achieve end-to-end deterministic communication,
ensuring latency determinacy, jitter determinacy, and
path determinacy.

4.2.2 Deterministic Computing Capability

In computation-intensive and delay-sensitive applica-
tions, the total communication and processing time of
computing tasks are constrained, only ensuring com-
munication determinacy cannot meet the delay re-
quirements of some applications. Therefore, in or-
der to ensure ultra-low latency in end-to-end com-
munication and computation, and prevent incoming
computing tasks from queuing up, it is necessary to
promptly process computing tasks that arrive at com-
puting processing units (such as CPUs and GPUs). If
the traditional “time division and sharding” computing
method is used, it will be difficult to ensure the pro-
cessing delay of the computing tasks. Therefore, by
designing mechanisms such as prioritization of com-
puting tasks, preemption of high priority tasks, reser-
vation and locking of computing resources, and elas-
tic scaling of computing resources, deterministic com-
puting can be achieved. It should be emphasized that
computational determinacy refers to the time required
to complete computing tasks within a bounded time
range.

4.2.3 Intelligent Decision-making Capability

Intelligentization is the future development trend of
CPN. Det-CPN also needs to possess the ability of
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network intelligence. Based on AI strategies and ap-
proaches, Det-CPN can achieve self-perception, self-
configuration, self-optimization, self-decision, and
self-maintenance. Specifically, the CNDP of Det-CPN
needs to be based on intelligent strategy methods to
achieve functions such as optimizing network service
perception, computing-network task scheduling, and
computing-network resource orchestration. On the
other hand, considering that single point intelligence
cannot meet the development of future computing-
network intelligence services, Det-CPN also needs to
have intelligent networking capabilities[32][33], that
is, by interconnecting and sharing intelligent models,
intelligent resources, etc., to improve the overall intel-
ligence level of the computing power networks.

4.3 The Workflow of Det-CPN

In order to further understand the working mechanism
of Det-CPN, we present the basic workflow of Det-
CPN in this subsection, as shown in Fig.4.

Step1: Network state perception. The CNDP sys-
tem collects the status information of network re-
sources, then stores them in the status information
database and updates them regularly.

Step2: Computing state perception. The CNDP
system collects the status information of computing
resources and computing services, then stores them in
the status information database and updates them reg-
ularly.

Step3: User intention perception. The CNDP sys-
tem also needs to collect user intention information,
including latency, jitter, packet loss rate, computing
power type, etc., so as to better provide customized
computing-network services.

Step4: Analysis modeling and policy formulation.
Based on computing-network state information and
user intention information, the CNDP system will con-
duct analysis, modeling, and policy formulation.

Step5: Computation tasks scheduling. The CNDP
system obtains the optimal computing node and trans-
mission path through perception and analysis, and then
makes the decisions for computing tasks scheduling.

Step6: Network control. According to the deci-
sion results of CNDP, the network controller in CNEP
needs configure network devices to achieve routing
and forwarding of computing tasks.

Step7: Computing control. The computing con-

troller in CNEP adopts deterministic computing tech-
nology to efficiently handle target computation tasks.

Step8: Computing results return. After the comput-
ing node completes the task processing, the computing
results are returned to the end user.

V. KEY TECHNOLOGIES OF DET-CPN

Det-CPN needs to integrate multiple key network
technologies to achieve its goals, including edge net-
work determinacy, wide area network determinacy,
data center network determinacy, as well as comput-
ing determinacy on computing nodes. Therefore, in
this section, we analyze and discuss the key technolo-
gies of the Det-CPN in detail.

5.1 Network Determinacy Technology

Network determinacy technology adopts technical
mechanisms such as delay determinacy, jitter deter-
minacy, and path determinacy, to construct an end-
to-end deterministic network system, which is a key
enabling technology for Det-CPN. In this paper, we
divide the network determinacy technology into edge
network determinacy, wide area network determinacy,
and data center network determinacy.

5.1.1 Edge Network Determinacy

Edge network determinacy mainly refers to the ac-
cess side network determinacy, and is the foundation
for achieving deterministic computing power network
access. It usually includes wireless edge networks and
wired edge networks.

The determinacy of wireless edge networks usu-
ally requires 5G access network technology, including
gigabit bandwidth access capability and millisecond
level highly reliable transmission capability. In addi-
tion, Det-WiFi can also be applied to wireless edge
networks [34], which support high-speed applications
and provide better deterministic services in practical
multi-hop edge environments. The determinacy of
wired edge networks is mainly based on TSN tech-
nology [35]. TSN technology mainly focuses on the
network link layer, with mechanisms such as clock
synchronization, traffic shaping, resource reservation,
path selection, and fault tolerance to ensure determin-
istic latency. Moreover, there is a demand for wireless
and wired hybrid deterministic networking between
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Figure 4. The basic workflow of Det-CPN

edge computing nodes, and “5G/B5G+TSN” is con-
sidered as an effective candidate for deterministic edge
network [36]. Combined with the precise clock syn-
chronization ability and deterministic traffic schedul-
ing ability of TSN technology, edge network can en-
sure low latency and highly reliable transmission of
various business flows, thereby providing high-quality
and highly reliable edge network support.

5.1.2 Wide Area Network Determinacy

Wide area network determinacy technology is a new
network technology aimed at large-scale and long-
distance transmission, which provides deterministic
service quality such as low latency, low jitter, low
packet loss rate, high bandwidth, and high reliabil-
ity. This technology is a collection of a series of
protocols and mechanisms, achieving deterministic la-
tency through mechanisms such as clock synchroniza-
tion, frequency synchronization, scheduling shaping,
and resource reservation. The deterministic jitter and
packet loss rate can be implemented through mecha-
nisms such as priority division, jitter reduction, and
buffer absorption. And the deterministic reliability
is achieved through technologies such as multiplex-
ing, packet replication and elimination, and redundant
backup. The representative technology for wide area
network determinacy includes deterministic network-

ing (DetNet) [10] and Segment Routing (SR) [37].
DetNet focuses on the network layer and defines

deterministic algorithms for traffic queuing, shaping,
scheduling, and preemption. By defining traffic con-
trol rules, it achieves deterministic jitter and packet
loss rate. In Det-CPN, the use of deterministic net-
working technology enables the determination of la-
tency and jitter in computing task transmission. The
deterministic and non-deterministic services can be
flexibly switched, and the level of deterministic ser-
vice quality can be autonomously controlled. It can
provide deterministic data transmission channels for
computing task distribution and enable computing
power collaboration across nodes, clusters, and re-
gions.

SR is a source packet routing technique in which
network nodes forward data packets based on an or-
dered list of instructions called segments. The seg-
mented routing mechanism simplifies traffic engineer-
ing and management across network domains. Apply-
ing SR technology in Det-CPN can monitor the en-
tire network topology and its traffic in real-time, and
based on these data, determine the network transmis-
sion paths that computing tasks should pass through,
and allocate bandwidth to these paths. Therefore, in
Det-CPN, SR technology is used to achieve path deter-
minacy, ensuring accurate distribution and transmis-
sion of computing tasks.
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5.1.3 Data Center Network Determinacy

The data center network (DCN) is usually the “Last
Mile” of the end-to-end deterministic networks, which
plays an important role in Det-CPN. DCN determi-
nacy refers to that the DCN has deterministic low la-
tency capabilities, and it usually requires intelligent
lossless network technology to provide a low latency
and high throughput network environment for Det-
CPN, thereby accelerating the efficiency of comput-
ing and storage, and greatly improving user experi-
ence [38]. Intelligent lossless network is a new type
of low latency network that deeply integrates comput-
ing, storage, and network to improve and innovate in
congestion control, flow control, packet forwarding,
routing, and other aspects of the network [39]. In-
telligent lossless network can provide a “zero packet
loss, low latency and high throughput” network envi-
ronment for Det-CPN, combined with intelligent loss-
less algorithms, thereby improving the performance of
DCN. In addition, intelligent lossless network can be
combined with other technologies to further expand
their role in Det-CPN. For example, in combination
with Remote Direct Memory Access (RDMA) tech-
nology, applications are used to directly read or write
to remote memory, avoiding the intervention of op-
erating systems and protocol stacks, achieving more
direct, simple, and efficient data transmission, signifi-
cantly reducing the time required in the data transmis-
sion process.

5.2 Computing Determinacy Technology

With the deployment of time-sensitive and
computation-intensive applications in the cloud,
CPN has increasingly high requirements for the com-
puting determinacy. Det-CPN needs to ensure that
computing tasks return execution results within the
required latency of user terminals, subject to time con-
straints of end user business. Therefore, the traditional
“time division and sharding” cloud computing method
will no longer be applicable to Det-CPN scenarios.
Deterministic computing technology needs to provide
deterministic service quality with low computing
latency, low latency jitter, high reliability, etc. It
needs to provide stable and controllable deterministic
service quality assurance for different businesses, and
have the ability to respond to sudden large amounts of
computing requests. To achieve deterministic comput-

ing, it is necessary to deeply improve the current CPN
based on the key technologies such as task grading,
resource reservation, and resource pre-adjustment.

5.2.1 Task Grading Mechanism

In computing determinacy, computing task requests
can be divided into multiple priorities based on appli-
cation latency requirements and computing load char-
acteristics. Computing task requests with the require-
ments of lower latency and higher computational load
should have higher processing priority. When task
requests with different priorities arrive, high priority
requests should be given priority in allocating com-
puting resources to meet their latency requirements.
When allocating resources for higher priority requests,
it should be allowed to adjust the resource allocation
strategy for lower priority requests and allow higher
priority task requests to preempt computing resources.

5.2.2 Resource Reservation Mechanism

In computing determinacy, the computing resources
of nodes should be reserved to respond to sudden
computing requests. When computation-intensive and
delay-sensitive task requests arrive at the computing
node, task requests can be immediately allocated com-
puting resources without the need to queue and wait.
Due to the existence of redundant computing resources
in computing power nodes, the performance of real-
time processing for computing tasks will be greatly
improved.

5.2.3 Resource Pre-adjustment Mechanism

In computing determinacy, serverless computing tech-
nology can be applied for server scaling to respond
to sudden computing requests [40]. However, due to
the current serverless computing technology, which is
mostly based on server load level for dynamic scal-
ing, the additional delay caused by cold start during
scaling can affect real-time computing. The lagging
scaling strategy during scaling will lead to unneces-
sary waste of network computing resources. There-
fore, pre-adjustment of computing resources can be
based on network resource situational awareness and
task request prediction technology. Namely, when an
increase in task requests is predicted, computing re-
sources can be pre-deployed to the hot pool through
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cold start. When task requests increase, hot start can
be used to avoid startup delay. When task requests
are reduced, a pre-shrinking mechanism can be estab-
lished to optimize computing resources. When the
number of task requests drops to a certain threshold,
timely recycling of partial computing resource alloca-
tion.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the
proposed deterministic computing power networking
scheme using the numerical simulation method. We
consider a simplified network topology consisting of
terminal devices, several network nodes, and com-
puting power node. Meanwhile, the communication
path of computing tasks is determined. Especially,
this article uses the network communication delay and
processing delay of computing tasks as indicators to
verify system performance. In this simulation exper-
iment, we mainly compare deterministic computing
power networking (Det-CPN) with ordinary comput-
ing power networking (Ord-CPN). Among them, or-
dinary computing power networking do not have the
deterministic guarantee ability of network and com-
puting power resources.

Here, we first introduce the model of computing de-
lay. In this model, the computing tasks can be denoted
as Γ = {τ1, τ2, τ3, . . . τN}. And each task τn is mod-
eled by two parameters (Sn, Cn), where Sn is the in-
put data size of τn, and Cn is the number of required
CPU cycles to complete computing task τn. Namely,
the computational workload of a computing task is
represented by the number of CPU cycles. In addi-
tion, we assume there are M = {N1, N2, N3, . . . NM}
computing power nodes, and the computation capabil-
ity of computing power node Nm can be denoted as
fm, which is usually expressed by the computing fre-
quency of the CPU. Hence, the time for completing
computing task τn depends on the number of required
CPU cycles Cn and the CPU frequency fm of com-
puting power node Nm [41][42]. Thus, the time of
completing computing task τn can denoted as Cn/fm.

Then, we introduce the model of network commu-
nication delay. According to [43], The delay at each
hop can be subdivided into two main parts: fixed part
and variable part. The fixed part usually includes the
transmission delay at the sender and the propagation

delay over the link. And the variable part usually in-
cludes the processing delay and queuing delay at the
sender. In addition, the processing delay is dependant
on the hardware’s core processing power and mem-
ory access speed. In this paper, we assume that ordi-
nary CPN and DetCPN have the same hardware’s core
processing power and memory access speed. Hence,
queuing delay has become a key factor in evaluating
network communication latency. In fact, compared to
ordinary CPN, the advantage of DetCPN lies in opti-
mizing queue latency. Therefore, this article mainly
conducts comparative analysis through queue latency.

In DetCPN, the communication mode adopts the
technical mechanism of deterministic networks, such
as TSN. According to [44][45], the scheduling models
of queuing delay can be classified into no-wait model
and wait-allowed model. Here, we adopt the “no-wait”
model so as to simplify the complexity of the simula-
tion evaluation. Hence, the computing task data will
not be queued and waited on network node devices,
thus ensuring the “on-time and accurate” communi-
cation of data. On the other hand, the ordinary CPN
adopts “Best-Effort” communication mode, which can
lead to random occurrence of task data queuing and
waiting, resulting in significant uncertainty in network
latency.

Here, we introduce the parameter settings of sim-
ulation evaluation. In the model of network commu-
nication delay, we consider the propagation delay of
one-hop is bounded between 2ns and 6ns. The pro-
cessing delay of one-hop is bounded within 2us. In
addition, we consider the network bandwidth is de-
noted as B, and the data size of computing task τn
is donated as Sn, thus the transmission delay can be
determined and denoted as Sn/B. And we assume
the B = 1000Mbps, and the data size of comput-
ing task is Sn = 10Mbit. In the model of comput-
ing delay, the amount of computing task can be set to
Cn = [100, 200, 300, 400, 500, 600]Mcycles, and we
assume the computing node is single core processor
and the CPU clock speed is set to 1.5GHz.

In Fig.5, we evaluate the performance of network
communication delay versus network hops. From this
figure, we can observe that the network communica-
tion delay increases with the network hops increases.
This is because the latency of end-to-end communica-
tion for computing task increases with the number of
network hops increases, including transmission delay,
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Figure 5. Performance evaluation for network communica-
tion time delay versus network hops

Figure 6. Performance evaluation for computing time delay
versus the amount of computing task

propagation delay, processing delay and queuing de-
lay. Moreover, under the same number of hops, the
network communication latency of DetCPN is signifi-
cantly lower than the ordinary CPN. This is because
ordinary CPN adopts a “Best Effort” network com-
munication mode, where computing task data has to
queue and wait at network nodes, resulting in unstable
and significantly increased of network communication
latency. And the Det-CPN adopts a deterministic com-
munication mode, which greatly improves network
communication performance and significantly reduces
communication latency.

In Fig.6, we evaluate the performance of comput-
ing time delay versus the amount of computing task.
From this figure, we can observe that the comput-
ing delay generally increases with the increase of the
amount of computing task. This is because with a
certain amount of computing resources, the larger the

amount of computation task, the more time is required.
In Det-CPN, the computing resources can be specifi-
cally reserved for the target computing task, fully en-
suring the computational processing requirements of
the task. However, in ordinary CPN, computing re-
sources are shared, and the target computing task can
only obtain computing resources periodically or ran-
domly, which cannot guarantee real-time processing
of computing task. Hence, in ordinary CPN, the pro-
cessing latency of computing task is not only relatively
high but also fluctuating.

VII. THE CHALLENGES AND FUTURE
TRENDS OF DET-CPN

Det-CPN paves the way for end-to-end deterministic
communication and deterministic computing, while
leaving some challenges to be discussed. In this sec-
tion, we analyze some potential research issues that
need to be discussed for future research.

7.1 Integrated Modeling and Control for
Computing and Networking

Det-CPN is a new paradigm that combines network
communication and computing processing, requiring
unified scheduling and control for the networks and
computing. However, due to the fact that network in-
frastructures typically belong to communication net-
work operators and computing infrastructures typi-
cally belong to cloud service providers, the manage-
ment and control of networks and computing power
are separated, making it difficult to achieve inte-
grated scheduling and control of computing-network
resources. Therefore, it is necessary to build a uni-
fied Det-CPN operating system on top of communi-
cation network operators and cloud service providers,
jointly model and control the network and computing
resources, plan the total latency of task transmission
and task calculation, so as to meet the communication
and computing latency requirements of service busi-
nesses.

7.2 Integration of Forwarding, Computing
and Caching

Currently, Det-CPN solution adopts an overlay ap-
proach, which controls the computing and network
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resources of the infrastructure layer to achieve deter-
ministic communication and processing of computing
tasks, without making fundamental modifications to
existing network devices. Facing the future, in order
to reduce the communication and computing latency
of tasks, processing computing tasks in network de-
vices may become a trend. The devices in Det-CPN
will have forwarding, computing, and caching capabil-
ities, namely, the ability of integration of forwarding,
computing and caching [1]. When the network device
receives a computing task, it will use the computing
resources integrated by the network device for task
processing and cache the results. The cached results
can be used to simplify the computational cost of sim-
ilar computing tasks. By deploying network devices
that integrate computing and storage in network edge
environments, the processing and response latency of
computing tasks can be greatly reduced, meeting the
new business requirements in Det-CPN.

7.3 Transmission Control Optimization

In Det-CPN, both network and computation adopt
deterministic related technologies, greatly improving
the reliability of data transmission and processing for
computing tasks. Due to the current network adopt-
ing a layered design approach, the transport layer is
decoupled from the network layer and link layer, and
the transport layer is insensitive and untrustworthy of
the underlying network conditions. Therefore, Trans-
mission Control Protocol (TCP) is commonly used
in the transmission layer to ensure the reliability of
data transmission by increasing the complexity of the
network protocol stack. With the adoption of tech-
nologies such as deterministic networks in Det-CPN,
data transmission has highly reliable, high-quality, and
predictable capabilities, and the traditional transmis-
sion control protocol mechanisms becomes redundant.
Therefore, it is necessary to design new transmission
control optimization methods, cut out complex and re-
dundant traditional transmission control mechanisms
or redesign them to ensure efficiency, simplicity and
lightweighting. The transmission control optimiza-
tion of Det-CPN can be achieved through technolo-
gies such as fine-grained congestion detection, net-
work traffic prediction.

VIII. CONCLUSION

Providing end-to-end transmission and computing
determinacy for computation-intensive and time-
sensitive applications is of great significance. In this
article, on the basis of research on CPN, we presented
the architecture, technological capabilities and work-
flow of Det-CPN, and analyzed its application sce-
narios, key technologies. Moreover, the performance
evaluation of Det-CPN are presented in comparison
with ordinary CPN. Simulation results demonstrate
that the proposed scheme can achieve better perfor-
mance. Finally, the potential technical research chal-
lenges and future trends were discussed. In the future,
we will study integrated modeling and control, inte-
gration of forwarding, computing and caching, as well
as transmission control optimization in Det-CPN, and
we will conduct application demonstrations based on
China Environment for Network Innovations (CENI).
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