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Abstract—Federated learning (FL) enables training AI mod-
els across distributed edge devices (i.e., workers) using local
data, while facing challenges including communication resource
constraints, edge heterogeneity, and non-IID data. Over-the-air
computation (AirComp) has emerged as a promising technique
to improve communication efficiency by leveraging the superpo-
sition property of a wireless multiple access channel (MAC) for
model aggregation. However, over-the-air aggregation requires
strict synchronization among edge devices, which is essentially
incompatible with the asynchronous FL mechanisms often used to
handle edge heterogeneity. To overcome this incompatibility, we
propose Air-FedGA, a grouping-based asynchronous FL mecha-
nism via AirComp, where workers are organized into groups
for synchronized over-the-air aggregation within each group,
while groups asynchronously communicate with the parameter
server to update the global model. This design retains the
communication efficiency of AirComp while addressing training
inefficiency caused by edge heterogeneity. We provide a rigorous
convergence analysis for Air-FedGA, theoretically quantifying
how the convergence bound depends on several key factors,
such as the maximum staleness, the degree of non-IID data
among groups, and the AirComp aggregation mean squared
error (MSE). Guided by these theoretical insights, we propose
power control and worker grouping algorithms to minimize the
convergence bound by jointly optimizing the AirComp aggrega-
tion MSE and the grouping strategy. We conduct experiments
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on classical models and datasets, and the results demonstrate
that our proposed mechanism and algorithms can accelerate the
model training by 1.83-2.22 X compared with the state-of-the-art
solutions.

Index Terms—Edge Computing, federated learning, Over-the-
air computation, asynchronous, heterogeneity, Non-IID.

I. INTRODUCTION

HE rapid growth of the Internet of Things (IoT) has led

to the generation of massive amounts of data from edge
devices, such as sensors, mobile phones, and base stations [2].
Effectively utilizing this data is crucial for enhancing the qual-
ity of service (QoS) on various applications, such as interactive
online gaming, face recognition, 3D modeling, VR/AR and
vehicle networking systems. Recently, artificial intelligence
(AI) algorithms have deployed from the centralized cloud to
the distributed network edge, which is known as edge Al
[3], enabling efficient data processing locally. This shift has
facilitated the adoption of federated learning (FL), a technique
that trains Al models over edge nodes while preserving privacy
by utilizing data locally.

FL has gained significant attention since its introduction
in 2016 [4]. A typical FL system usually consists of a large
number of edge devices (i.e., workers) for local model training,
and a centralized parameter server (PS) for each round of local
model aggregation. Each worker trains model over its local
dataset and sends the trained local model to the parameter
server. The parameter server aggregates these local models
into a global model and broadcasts it back to the workers.
This procedure continues for multiple rounds until the global
model converges.

However, when deployed at the network edge, FL faces
several challenges: 1) Limited communication resource: Tra-
ditional orthogonal multiple access (OMA) schemes (TDMA
[5], [6], [7]1, OFDMA [8], [9]) are commonly used for FL
model aggregations. However, due to limited communication
resources, the transmission delay increases linearly with the
number of workers when deploying OMA schemes [10],
resulting in unsatisfactory scalability in large-scale FL scenar-
ios. 2) Edge heterogeneity: The CPU capacities, data sizes,
and network connections are usually heterogeneous at network
edge. As a result, the required time to perform local updating
and receive/upload models may vary significantly. 3) Non-IID
Data: A device’s local data are often not sampled drawn
uniformly from the overall distribution. In other words, the
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TABLE I
PERFORMANCE COMPARISON FOR FL MECHANISM

FL Mechanism Communication | g iy | Handing Edge |y o Non-1ip
Consumption Heterogeneity
Synchronous[4-9, 11] Medium Poor Poor Medium
AirComp+Synchronous[10, 14-21] Low Poor Poor Medium
Asynchronous[22-30] High Good Good Poor
AirComp+Asynchronous [31, 32] Low Good Good Poor
AirComp+Asynchronous (Air-FedGA) Low Good Good Good

local data on edge devices are typically non-independent and
non-identically distributed (non-IID) [11].

Traditional OMA schemes aggregate models on the premise
that all model vectors can be reliably transmitted. However,
the parameter server actually just needs to obtain the weighted
average of the local model vectors, rather than ensuring reli-
able transmission of each individual vector [12]. To this end,
over-the-air computation (AirComp) [13], a new analog non-
orthogonal multiple access (NOMA) technique, is motivated to
break through the limitation of communication resources, and
reduce transmission delay for large-scale FL [14], [15], [16],
[17], [18], [19]. AirComp-based aggregation is achieved by
synchronizing workers to transmit their local model vectors
concurrently, leveraging the superposition property of wire-
less multiple access channels (MAC) to sum these vectors
over-the-air [14].

The implementation of AirComp has a bifacial impact on
FL. On the one hand, due to the efficient spectrum utilization
of AirComp-based aggregation, it is expected to significantly
reduce the transmission delay compared to the OMA-based
aggregation which decouples communication and computa-
tion. On the other hand, strict synchronization among all
heterogeneous workers is required for successful over-the-air
aggregation [10]. However, due to edge heterogeneity, the
completion time of workers varies significantly [23]. As a
result, the PS has to wait for the slowest worker to complete its
local training before the over-the-air aggregation, while other
workers are idle at this time. It is known as the straggler
problem [22], leading long single-round duration and poor
scalability. Conventionally, asynchronous FL. mechanisms are
deployed to tackle the straggler problem [22], [23], [24], [25],
[26], [27], [28], [29], [30]. In this case, the PS updates the
global model with each local model as soon as it arrives,
without waiting for others. However, a fully asynchronous
mechanism is incompatible with AirComp-based aggregation,
since the implementation of AirComp is based on the concur-
rent transmission of multiple devices.

To this end, several recent studies [31], [32] propose time-
triggered asynchronous FL. mechanisms, where each worker
pauses after completing local training until a predefined
synchronization point, at which all waited workers perform
over-the-air aggregation simultaneously. However, by perform-
ing aggregation only on the basis of synchronization point,
these approaches ignore non-IID data among workers. In fact,
the data distribution among workers participating in each
aggregation significantly impacts the training performance
[33].
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Fig. 1. The architecture of Air-FedGA.

In this paper, we propose a grouping-based asynchronous
federated learning mechanism via over-the-air computation
(Air-FedGA). As illustrated in Fig. 1, the workers are orga-
nized into groups considering both edge heterogeneity and
data distribution. Air-FedGA accelerates federated learning by
relaxing the strict synchronization requirement of AirComp:
workers within each group perform over-the-air aggregation
simultaneously, while global updating occur asynchronously
across groups. Unlike our previous work [1], which employed
a heuristic algorithm for worker grouping without performance
guarantees, this paper reformulates the worker grouping as
a convergence-aware problem and then transforms it into a
convex optimization problem. Solving this program yields
grouping strategy that ensure workers within each group have
similar local training times to address edge heterogeneity,
while promoting inter-group data distributions as close to IID
as possible to mitigate the adverse effects of non-IID data.
More details of the improvements of this work compared to
[1] is presented in Section V. The comparison of different FL
mechanisms are summarized in Table I.

The main contributions of this paper are as follows:

o We design Air-FedGA, a mechanism that overcomes the
limitations of deploying asynchronous FL via over-the-air
computation, to address the communication constraints
and edge heterogeneity. We analyze the convergence
of Air-FedGA, and explore the quantitative relationship
between the convergence bound and key factors, e.g., the
maximum staleness, the degree of non-IID data among
groups, and the AirComp aggregation mean squared error
(MSE).
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e Based on the analysis, we formulate a convergence bound
minimization problem given the training time and energy
constraints. To solve it, we first decouple and jointly
optimize the power scaling factors at workers and the
denoising factors at parameter server. Next, we transform
the original problem into a convex optimization problem
using the quadratic transform and relaxation techniques.
Finally, we design a rounding-based worker grouping
algorithm to solve the problem and derive its approximate
ratio.

e Experimental results on the classical models and datasets
show that our proposed mechanism and algorithms can
greatly accelerate the model training by 1.76-2.16x com-
pared with the state-of-the-art solutions.

The rest of this paper is organized as follows. Section II
reviews the related works. Section III introduces the grouping-
based asynchronous federated learning via AirComp, and
Section IV provides its convergence analysis. The worker
grouping algorithm is proposed in Section V. The experimental
results are shown in Section VI. Section VII concludes this

paper.

II. RELATED WORK
A. Asynchronous Federated Learning

Asynchronous federated learning (FL) addresses the strag-
gler problem by aggregating a local model with the global
model as soon as the parameter server receives it, without
waiting for all workers to finish their local training. How-
ever, this comes at the expense of using out-of-date models,
inevitably incurring staleness concern [22].

Many researches have focused on addressing edge het-
erogeneity with asynchronous scheme while mitigating the
adverse effects of staleness. For example, Xie et al. [22] assign
smaller aggregation weights to stale models to lessen their
impact on training. Wu et al. [23] and Chen et al. [24] propose
simple approaches to handle staleness, where the parameter
server discards too stale models during training process.
Chen et al. [25] deploy dynamic learning rates for workers
according to the frequency of their participating in global
updating, which can also alleviate the staleness concern.
Zheng et al. [26] and Zhu et al. [27] compensate delayed
gradients based on approximate Taylor expansion. Ma et al.
[28] introduce a semi-asynchronous FL mechanism that
involves multiple workers in each global updating to ensure
that the model is not too stale. Chai et al. [29] organize
workers into groups according to their communication time
with the parameter server, and perform global updating asyn-
chronously among groups. Pang et al. [30] mitigates staleness
by constraining malicious updates to lie within the upper-
bound staleness and forcing compromised clients to upload
their crafted models as quickly as the fastest clients.

However, these works do not explicitly handle non-IID
data, which can amplify the negative effects of staleness and
lead to gradient divergence [34]. In contrast, we propose a
novel worker grouping algorithm that considers both the edge
heterogeneity and the data distribution of workers, and assigns
them to different groups accordingly. Therefore, our algorithm

can reduce the communication overhead and improve the
convergence of FL under non-IID data.

B. Federated Learning via Over-the-Air Computation

The first work that introduced over-the-air computation-
based FL aggregation was by Zhu et al. [10], who leverage the
broadband analog aggregation to achieve low-latency model
aggregation. They further expand their work by using one-bit
quantization at workers, followed by modulation and majority-
voting-based decoding at the parameter server, to reduce the
communication overhead [15]. Yang et al. [16] focus on the
trade-off between communication and learning, and propose a
method that maximizes the number of devices while minimiz-
ing the mean squared error (MSE) of gradient error. Another
challenge in this approach is the bandwidth consumption.
Amiri and Giindiiz [17], [19] exploit the sparsity of the model
update vector and project it into a low-dimensional space
using random matrices. Their methods significantly reduce
the bandwidth requirement, while preserving the accuracy of
the model aggregation. Power control is another important
factor that affects the performance of FL via AirComp. Zhang
and Tao [35] formulate the power control problem as an
optimization problem that minimizes the MSE of gradients,
subject to average power constraints at each worker. Similarly,
Cao et al. [18] conduct an analysis of the convergence of over-
the-air computation FL under various power control policies
to optimize transmit power. Yao et al. [20] jointly optimizes
transmit power and digital combiner to minimize the MSE
of gradient aggregation under power constraints, ensuring
fairness among multiple FL tasks. Recently, researchers have
made efforts to apply integrated sensing and communication
(ISAC) empower edge AI, Wen et al. [21] investigates the
ISAC for AirComp-based FL to exploit both benefits and
further enhance resource utilization efficiency.

However, a common limitation in the aforementioned works
is the requirement for all workers to concurrently transfer
their local models for over-the-air aggregation, leading to the
critical straggler problem. Although a few recent studies [31],
[32] have proposed time-triggered schemes to integrate asyn-
chronous federated learning with over-the-air computation,
they rely solely on the synchronization point for aggrega-
tion, ignoring non-IID data among workers. To this end,
our proposed mechanism groups workers taking into account
their data distributions, allowing asynchronous FL to accel-
erate model training through over-the-air aggregation, while
relaxing the synchronization requirements of this aggregation
technology.

III. SYSTEM MODEL
A. Federated Learning (FL)

For ease of expression, some key notations in this paper are
listed in Table II. We perform federated learning over a set
of workers V = {v1,v9,...,ux}, with |[V| = N > 1. Each
worker v; trains a model on its local dataset d;, with the size
of d; £ |d;|. Then the loss function of worker v; is defined as

filw) 2 2 37 fiw:), (1)

b eed;
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TABLE II
KEY NOTATIONS
Symbol Semantics
V The set of workers {v1,va,...,un}
V; The set of workers in the j-th group
Vv The set of groups {V1,Va, ..., Var}
d;, Dj, D The data size of worker v;/group V;/total
o The proportion of the data size of worker v;
¢ to the data size of its group
F, f; The global/local loss function
Wy The error-free global model at round ¢
Wy The estimate of global model at round ¢
g The local gradient of worker v; at round ¢
Yt The received signal on PS at round ¢
Zi The white Gaussian noise at round ¢
Tt The staleness at round ¢
ol The scaling factor of worker v; at round ¢
pi The transmit power of v; at round ¢
E} The energy consumption of v; at round ¢
Ky The denoising factor at round ¢

where w is the parameter vector, and f;(w; &) is the loss over
a sample ¢ in dataset d;.

The global dataset over all workers is D, with size D =
|D| = >_,,cy di- The global loss function on all the distributed
datasets is defined as

d;
Fiw)2 S %g(w).
(w) £ Y Ffilw) @
v; €V
The learning problem is to find the optimal parameter vector
w* so as to minimize F'(w), i.e., w* = argmin,, F'(w).

B. Grouping-Based Asynchronous Federated Learning via
Over-the-Air Computation (Air-FedGA)

We propose the grouping-based asynchronous FL. mecha-
nism via AirComp, which is formally described in Alg. 1.

1) Worker Grouping: Workers in V' are organized into M
groups Vi, ..., Vy, satisfying UJNLI Vi =Vand V;Vj =
@,Yj # j'. Let D; denote the sum of the data size of workers
in group V;, i.e, D; = Zvievj d;. Let a; = d;/D; denote
the proportion of worker v;’s data size to its group data size.

2) Local Training: Let V;, denote the group that partici-
pating in the global updating at round ¢. If worker v; ¢ V;,, it
will not receive global model from the PS at round ¢, and its
local gradient at round ¢ is equal to that at round ¢ — 1, i.e.,
gi = gi_, (Line 9). On the contrary, if worker v; € V},, it
receives the global model w, and calculates its local gradient
as

gl = Vfi(w, &), 3)

where ¢} is a sample uniformly chosen from the local dataset
d; at round t. Let 74 be the interval between the current round ¢
and the last received global model version by worker in group

IEEE TRANSACTIONS ON NETWORKING

Algorithm 1 Grouping-based Asynchronous Federated Learn-
ing via Over-the-Air Computation (Air-FedGA)
1: forj € [1, M] do

2: T = 0

3: fort =1to T do

4: Processing at Each Worker v;

5: if receive w; from the PS then

6: Calculate local gradient g! by Eq. (3)

7: Send READY message to the PS

8: else

9: 8t =81

10: if Receive EXECUTE message from the PS then

11: Transmit g! simultaneously with all the other work-
ers in group V;,

12: Processing at the Parameter Server

13: while True do

14: if Receive READY message from worker v; then

15: Jj=arg{j € [1, M]|v; € V;}

16: T =T; +1

17: if ri = ‘V]| then

18: Jt=17J

19: Tj, = 0

20: Send EXECUTE message to each v; € V;,

21: Receive signal y; by over-the-air aggregation

22: Update global model w;; according to Eq.

©))
23: Distribute w; to each worker v; € V;,
24: break

25: return global model wr

V;,. called the staleness. Thus, g} is equal to g{ . and g}
is calculated from a previous version of the global model on
v;, Le.,

gi = gi—n = vf’i(wt—ﬂ’gb' )

Then, v; sends a READY message to the parameter server
(Lines 5-7).

3) Intra-Group Alignment: The parameter server maintains
a set of variables r;,Vj € [1, M]. Once the parameter server
receives a READY message from a worker in group V;, r;
increases by 1 (Lines 14-24). If the parameter server has
received all READY messages of worker in group V;, i.e.,
r; = |Vj], it sends the EXECUTE messages to workers in V;
and reset r; as O (Lines 18-20).

4) Grouping Asynchronous Aggregation: On receiving the
EXECUTE message, worker v; transmits g! and performs
over-the-air aggregation simultaneously with all the other
participating workers (Lines 10-11). Let ki denote the wireless
channel gain between worker v; and the parameter server at
round ¢, which is assumed to remain unchanged within one
communication round. Then the transmit power of v; at round
t is set as
;0 ;

i 0
ht

%

b =

(&)

where o} is the power scaling factor of v; at round ¢. According
to the existing work [36], the transmission energy consumption
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Fig. 2. The workflow of Air-FedGA.

on worker v; at round ¢ is given by
E; = ||pigill3- (6)
As a result, their local models are aggregated over-the-air for

the parameter server. If the aggregation is error-free, the global
model can be obtained by

Wig1 =W — 1) Zu-evv g @)
K2 Jt

where 7 is the learning rate (i.e., step size). However, due to
channel fading and noise, the received signal at the parameter
server is given by

yi = Zv'ev‘t pthtgt + 2= ZviEV

i J Jt

aoigy +2,  (8)

where z; is an additive white Gaussian noise (AWGN) vector
with zero mean and variance 03. Therefore, the parameter
server estimates the global model as

nyt
Wil = Wi \//{77 9)
where r; is the denoising factor at round ¢. After aggregation,
the parameter server distributes the global model w, to all
workers in Vj,.

In this paper, we consider AirComp in an ideal scenario
with perfect channel state information (CSI), so that workers’
signals overlap exactly with each other at the PS. Modeling
non-ideal channel effects [37] is primarily a physical-layer
work that is orthogonal to the mechanism proposed in this
paper. We therefore plan to adopt such modeling to a follow-
up study in which physical-layer effects are the main focus.

To visualize the procedure of Air-FedGA, we give an
example in Fig. 2. There are 6 workers v;-vg in the FL system,
divided into 3 groups, ie., Vi = {vi,v2}, Vo = {vs,v4},
Vs = {uvs,v6} and V = {V1, Vs, V5}. For instance, workers
v1 andvy performs over-the-air aggregation simultaneouslyat
round 1, i.e., wq = Wy — nalaigﬁ(fffg%“l. Since workers
v; and vy receive the global model wq at round 1, the
staleness 74 = (. For another instance, workers vs and vg
performs over-the-air aggregation simultaneously at round 4,

5.5 6.6
ie, Wy = Wg — 77%04g4+0§04g4+z4. Since the last time

workers vs and vg receive the global model wq at round 1,
gh =g} and g§ = g%, and the staleness 74 =4 — 1 = 3.

IV. CONVERGENCE ANALYSIS
In this section, we first introduce several commonly adopted
assumptions (Section IV-A). Based on these, we then present
a rigorous convergence analysis of Air-FedGA (Section I'V-B).
Finally, derive insightful corollaries from the convergence
bound and analyze the impact of key factors on training
performance (Section IV-C).

A. Assumptions

We make the following commonly adopted assumptions
[15], [20], [21] in FL setting.

Assumption 1: [Smoothness] The loss function F is
A-smooth with A > 0, i.e., for Vwy, wo, F(ws) — F(wy) <
(VE(w1), w2 — wi) + 3|wa — wi|*.

Assumption 2: [Gradient Bound] The expected squared
norm of stochastic gradients is uniformly bounded, i.e., Vi, 1,
Ellgi|* < G

B. Convergence Analysis for Air-FedGA

For asynchronous aggregation among groups, we denote 1)
as the relative frequency of group V; participating in the global
aggregation, satisfying Zvjev 1; = 1. To facilitate analysis,
we define the loss function of group V; as

A di
Fj(w) = Zview iji(w) = Zvievj o fi(w).

We also define I'; £ maxy, | VF(w)—VF;(w)| as the upper
bound of gradient divergence between the group V;’s and
the global loss functions [38]. From Egs. (7)-(9), the model
aggregation error of caused by the over-the-air aggregation at
round ¢t is given by

(10)

Wit1 = Wip1 . Yi o

n N Zvievjt
Then the mean squared error (MSE) [18] at round ¢ is
calculated as

g = gt (11)

2
Ele:/* = E

A ol
v/ Kt ZviGVjt @iy
; O'i Zy
—E aigh (2L —1) 4+ 2
‘Zvievh 8t (,/Ht > Kt
| 2 o ’ i
<2|a o (s S %
= Zmewt ‘ (s/ﬂt ) * Kt

Theorem 1: Suppose that the Assumption 1 and 2 is hold

and let 55 < n < . wo is the initial global model. After
the model updating Eq. (9) is performed 7' times, the trained

global model wr satisfies

2

(12)

T-1
1 2 Cl 2 2
T ZE||VF(W1€>H S 7 0Tt 0s Zvjev Y
t=0 . staleness
vanishing non-IID term
04 T-1 9
+ S Eled
MSE term
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W, W 3,32
where €, = PUSGRLWD, 0, - HE ¢, — o
2,2
and C4 = %
Proof: From Eq. (11), we deduce that
Ny i
Wip1 — W = fﬁ = -7 Zvievjt ;g — NEL- (13)
Combining Assumption 1 and Eq. (13), we have
F(wii1)
A
< F(we) + (VE(We), Wi — We) + 5 || Wes — w|?
Yt APy 2
<F —n(VF , — ==
< F(wy) —n( (W) \/f?t> + 2 [ \//?t”
< F(wi) = n(VE(wy), Zv,;evjt a;gt) — {VF(we), &)
Anp? a2, AP ed”?
+ 512, il + =5
2 i
+ A (e, Zm% @ig)). (14)

From Egs. (4) and (10), we deduce that

K |:Zvi€vjt alg;:| =E [Zvievﬂ aivfi(wt—‘rmfi)

=% ey, 4T H)
= VFj,(Wi_r,). (15)
Take the expectation on both sides of Eq. (14), we have

E[F(wiy1)] < E[F(w)] = nE(VE(w), VE), (Wi—r,))

2 2 2
n MPE|s|
T RIVE, (eI + 2
+ E<n€ta _VF(Wt) + )\TIVth (Wt—‘l't,)>'

(16)

By using the AM-GM Inequality for the last term of Eq. (16),
we have

(nee, =V EF(wy) + IV E}, (Wi—r,))
A led]? N [VE(we) = AV Ej, (W) |”
2 2\
_ P IVEW)? | AP VE, (we—r)|?
2 2\ 2
—(VF(wy), VFj,(Wi—r,)).

IN

a7
Since n < L, by taking Eq. (17) into Eq. (16), we deduce that

E[F(wiy1)]
< E[F(wy)] — 2nE(VE(w¢), VE), (Wi—r,))
E|VF(w:)|?

+ AMPE(VEj, (We—r, )|I* + An’Elle]|* + o)

< B[F(w,)] + 1| VF(w) = VEj,(wi )|
BV F(w,)|*

= nE[VF(wo)|* + M?Elle]|* + o)

(18)
We derive the second term of Eq. (18) as
E|[VF(wi) = VEj, (Wi, )|
= E|VF (W) =VE(Wi—r, ) +VE(Wi_r,) =V EFj, (Wi, )|
< 2E||VF(w;) — VF(w; )|
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+ 2E||VF(Wt—Tt) - Vth (Wt—Tt)HQ

< 2NEljwy — Wy, ||* + 2T5, (19)

By using Jensen’s inequality, we further derive that
- t—1
Ellw, —wi o |2 =E| Y
t—1 _
=E[>_ _, 0> ., el
- 2 Jr

t—1 .

vl B, il

< 0 TaxG? 20)

(W1 — Wr>||2
T

Taking Eq. (19) into Eq. (18), we have

E[F(Wit1)] < E[F(wy)] + 230’72, G* + 2nI'3,

l'Il ax

1
(n _ ) E|[VF(we)|” + MPEller]|>

2\
2D
Since n > 5 )\, we rearrange terms and further derive that
BP0 = Flwes)
E|VF 2 <
IVF(w)P < o
AN373 rme2 +4MT3 + 200K e
+ 2 n —1 '
(22)
Summing Eq. (22) from ¢ = 0 to 7' — 1, and noting that
E[F(wr)] > F(w™*), we have
1 T=1
= S E|VE(w)?
t=0
2)‘(F<W0) — F(W*)) )‘377 maxG2
T(2xn —1) 2)\7) -1
% it Z el
2)\77 =
T—
Ch Cy
? + Cszax +Cs Z w]r? ? ||€tH27 (23)
V;ev t=0
F(wo)=F(w")) _ @ _ 4M
where C; —2 2( T C2 = S5, O3 = 5507
2)%p
and C4 = m.

C. Discussions

We can draw some meaningful corollaries from Theorem 1.
Corollary 1: Air-FedGA convergent to a neighbourhood of
a stationary point with rate O (T) and the limiting neighbor-
hood size is determined by the maximum staleness O(

the degree of non-IID data O (ZV, ev Uils ) ,

MSE O (T T LE|e?).

Corollary 2: The greater the degree of non-IID data among
groups, the larger the value of I'; for each group V;, and the
higher convergence bound. Given IID data among groups, then
I'; =0 for VV; € 'V, the convergence bound can be reduced.

Corollary 1 and 2 indicate that workers can be organized to
minimize Zvjev %F?, which is equivalent to reducing the

max)

and the average
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degree of non-IID, thereby tightening the convergence bound
and enhancing training performance.

Corollary 3: The convergence bound decreases as the upper
bound of staleness Tax decreases. Tyax depends partly on the
number M of groups. For example, if M = 1, then 7, = 0,
and p takes the minimum value.

Corollary 3 shows that we can decrease the convergence
factor p by decreasing the number M of groups. However,
it does not mean a short convergence time, because the
completion time of a single round depends on the worker with
the maximum completion time within a group. Consequently,
less groups will result in a longer completion time of a
single round. Empirically, we set the number of groups as
V| = M = |V/N| [39], since this balances straggler delay
(which increases as M get smaller) against degree of non-IID
data (which increases as M get larger), yielding a trade-off
between edge heterogeneity and non-IID data. For example,
with N = 100 workers we take M = /100 = 10, so each
group has roughly 10 workers. This limits the waiting to about
10 stragglers per aggregation while dividing approximately 10
distinct data partitions.

Corollary 4: The power scaling factor o} of each worker v;
and the denoising factor x; at round ¢ are related to the MSE
Ele, 2.

Corollary 4 shows that we can decouple the AirComp
aggregation parameters o¢ and k; from the convergence bound
to minimize MSE, which will be elaborated in Section V-B.

V. PROBLEM FORMULATION AND
ALGORITHM DESCRIPTION

Instead of deploying a heuristic algorithm for worker group-
ing without performance guarantees in our previous work [1],
we redesign a more principled worker grouping algorithm
based on the convergence analysis in Section IV. Specifically,
we first formulate a convergence bound minimization problem
given time and energy constraints (Section V-A), and then
design a iterative power control algorithm to determine the
decoupled communication parameters (i.e., power scaling fac-
tor, the denoising factor) (Section V-B). Next, we transform
the original problem into a convex optimization problem
using the quadratic transform and relaxation techniques
(Section V-C). Finally, we design a rounding-based worker
grouping algorithm to solve the problem and derive its approx-
imate ratio (Section V-D).

A. Problem Formulation
To exploit AirComp for low-latency model aggregation [10],
the model aggregation time is calculated as
u q S
L* = RL ,
where ¢ is the dimension of the trained model, R is the number
of sub-channels, and L? is the symbol duration of an OFDM
symbol.

Let x; ; denote the indicator for whether worker v; belongs
to group V; or not. The grouping strategy in the whole system
is denoted as * = {;;}v,ev,v,ev. Let [; denote the local
training time on worker v;, which is assumed to be esti-
mated by the historical measurements. Al = max,,cy{l;} —

(24)

min,,ep{l;} is the difference between the maximum and
minimum local training time of workers in V. The time
for all workers in group V; to complete local training is
determined by the worker with the longest training time. Then
the completion time for V; to complete local training and
model uploading via over-the-air aggregation is calculated as

L;= ﬁleaﬁi{li} + L = inea%{{x”ll} + L™ (25)

Therefore, the number of updates that group V); participates

in per unit time is % Since all groups participate in global

A J . .
updating asynchronously, the average completion time of one
round is estimated as

1 B 1
1 1 1 1
Lttt T, Xvevi;
According to Theorem 1, we consider the convergence bound
B(T, Tmas; {T3}, {Elle:[|*})
Ch 2 s Cf T-1 )
T  CoTma + C ZWGV wils + T £at=0 Ellee]”.
27

To speed up the convergence of Air-FedGA, we formulate the
problem as follows:

(Pl) . c{n/inw B(T, Tmax {F?L {EHEtH2})

L~ (26)

st. LT < L (28a)
Ei <E', Y eV tell (28b)
Lj — LY — lz < €Al, V’Ui S Vj, Vj ev (280)
Zv]ev zij=1, Vy eV (28d)
Tij € {0, 1}, v; € V, Vj V. (286)

The first inequality (28a) represents that the total training
time cannot exceed the maximum threshold L. The second set
of inequalities (28b) represent that each worker v; is subject
to a maximum energy budget E' at each round ¢. The third
set of inequalities (28c) ensures the local training time of
workers within each group is similar (e.g., ¢ = 0.3). The
fourth equality (28d) represent that each worker belongs to a
unique group. Our target is to determine the power scaling
factors o = {of|lv; € V,t € [T]}, the denoising factors
Kk = {r|t € [T]} and the grouping strategy & to minimize the
convergence bound the global loss function after 7" rounds of
training, i.e., Ming o o B(T, Tmax, {T5 }, {Elle¢[*}).

B. Power Control

Since the power scaling factor o} of each worker v; and
the denoising factor x; at round t are related to E|&]|? in
the optimization objective in P1, we decouple the process
of solving for oy = {o}|Vv; € V},} and k; from P1. From

O'i 2 (7'2
Eq. (12), we let H; = 2G? Z’Uiert Q; (\/7;7 - 1) + 2 as
the upper bound of MSE E||e;||?, then we determine o, and
K¢ to minimize H;,
(P2) : min H,;

Ot Kt
st Bl < B

Y, € V)t € [T] (29a)
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Algorithm 2 Iterative Algorithm for Power Control

Input: Initial scaling factor o, =
t
Output: convergent o and r;
1: while 1722l 5 ¢ o L r
*

{oi|Vv; € V;,} of round

> € do
2 2, 272
G Zuievjt ai(o;) +o;
G? Evjevh a0}
4:  for each v; € V;, do

hi \/E

OL,;G

3: Kt =

. t — i
S o; = min Kt,

6. o =0y = {o}|Vv; €V}, }, K} = Ky
7: return convergent o; and xj

Note that o, and x; are coupled in P2. Therefore, we address
P2 by adopting the alternating optimization method [18],
which is formally described in Alg. 2. The main idea is to
alternately fix o:/k; and determine the value of x;/o; to
optimize H;. After several iterations, convergent o} and x;
are obtained.

At each iteration, we first optimize the denoising factors

k¢ under given scaling factors o}. Let &y = \/%, H; is
transformed to
— o2 (i 2.2
H, =2G Zmevﬁ a; ok — 1) +02:2. (30)

The partial derivative of H; with respect to & is calculated as

0H
5 e
OFky v €V,
Since H, is convex with respect to iy, the necessary condition
for minimization is given by setting the partial derivative to
zero, ie., %{{t = 0. So]ving this equation yields the optimal
G? Zv €Vj, aioy
G2 ZU vy, al(a,) +02’

G? Yy iev,, ail0i)? +0f
G? Zm EVj, Qio}

Next, we optimize the scaling factor o under given denois-
ing factor x;. On the one hand, the partial derivative of H,
with respect to o} is calculated as

OH; _ 4GP, o 1
dot Kt /Kt

Given that H; is convex with respect to oi, we similarly
set aH* = 0. Solving it shows that H; is minimized when
O't = \/> , provided that this value lies within the feasible
region. On the other hand, from Assumption 2 and constraints
Eq. (28b), for Yv; € V, we have the following inequality:

(o)) k¢ — 0l + 208/ (31)

I%t ie. .

Ry =

(32)

(33)

. . algi
£} = Il < (%"
t

2
) G? < E'. (34)

This leads to the bound o} < hzafclf " for Yv; € V. Therefore,
if k4 is given, H; can be minimized when

U,fmin{\//?t,taG (35)
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At last, with a given threshold ¢, the convergent o} and &}
can be obtained by alternate optimization for iterations.

C. Reformulate the Worker Grouping Problem

After decoupling o = {o+,t € [T]} and kK = {k¢|t €
[T]} from problem P1, we obtain the following optimization
problem:

(P3) : min B(T7 Tmax {Fi})

s.t. (28a), (28¢), (28d) and (28e). (36a)

Next, we transfer the three critical term T', Ty, and {F?}yj eV
of the objective in P3.
1) T: From constraint Eq. (28a), the number of training
rounds satisfy

T < (37

SASS

it

It is obvious that when we set T' = | |, B reaches the

minimum. To simplify the analysis, we assume that L
is an integer multiple of L ie,T=25%,

2) Tmax: We observe that the group with the largest stal-
eness factor T.x is also the group with the longest
completion time. Therefore, 7,,x can be estimated as

Tmaxfmax{L} Z L

viev I

max Z L] - )
VeV
(38)
where Lpax = maxy ev{L;} = max,ep{li} is a
constant, which represent the maximum completion time
among all workers.
3) {F?}vjevi Similar to Eq. (26), the relative participation
frequency 1; of group V; is estimated by

1

. L
;= 72\;;; il % (39)
Thus, we re-express the following term as
_ r2
Zvjev % =T Zvjev f; (40)
Therefore, the convergence bound is transferred as
BEray - SO o L
F2
+CsL - ZV v L (41)

which is a function that first decreases and then increases
with respect to L. However, the coefficients C;-C4 depend on
model- and loss-specific properties (e.g., A and F(w™*)) that
are generally difficult to quantify. As a result, it is challenging
to obtain the exact L that minimizes B To resolve this,
we introduce a tunable hyperparameter L and constrain L
in the optimization problem by L < L. The value of L is
selected empirically through experiments. {T j}vjev captures
the effect of non-IID data among the groups. A higher degree
of non-IID data leads to larger V%Iues of I'; for each group

r? - .
V;. However, the terms Zvjev L—JJ and L are interdependent
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and cannot be minimized simultaneously. To reconcile these
conflicts, we reformulate the worker grouping problem as
2

a constrained optimization problem prioritizing ZVJ_ v I
— J J
while bounding L:

172
i J
P4) : mmm E I

viev 7
st. L<L (42a)
(28¢), (28d) and (28e). (42b)

D. Rounding-Based Algorithm for Worker Grouping

1) Transform to Convex Optimization Problem: P4 is dif-
ficult to solve due to combinatorial group assignments and
non-convex terms, we first transform and relax it into a convex
optimization problem.

1) Linearizing Non-smooth  Variable: Constraint
Eq. (42a) involves the variable L; = max,,cy{z; ;l;} +
L" which is non-smooth due to the max operator. To
linearize it, we replace the equality with the inequality

2) Estimating Gradient Divergences: In federated learn-
ing, the PS cannot inspect each worker’s local data
directly. However, it is observe that there is an implicit
connection between the data distribution on a worker
and the gradient weights trained on that worker [33].
Therefore, by collecting gradients after one additional
round of local training, the PS can infer similarity
between workers and group workers accordingly. Similar
to the existing works [33], [38], [40], the PS distributes
an initial model w;,;; to all workers. Each worker v;
computes its local gradient g; = V f;(Winit ), and returns
g; to the PS. The PS estimates gradient divergence I';
for each group V; as

Ly = [VF(Winit) — VE} (Winit ) |
= || Zuiev ;8 — Zviev xi,jaigiH

3) Relaxing Discrete Variables: x; ; is binary in constraint
Eq. (42b). To render the problem convex, we relax this
to a continuous variable, ie., z;; € [0,1] for Yv; €
V, Vj eV.

4) Quadratic Transform for Multiple-Ratio Objective:

The optimizationobjective in P4 is given by Zvj v Ios
J J

which is a multiple-ratio fractional programming prob-
lem and thus non-convex. To address the non-convexity,
we employ the quadratic transform technique [41] (an

extended version of Dipgelbach’s transform [42]), which

N

decouples each ratio L—JJ by introducing auxiliary vari-

Y ’
ables ¢;: E—; = ming, {Q(bjljj qu?Lj}, with the optimal

(44)

value attained at ¢; = E—j (derived by setting the
derivative of the quadratic expression w.r.t. ¢; to zero).
This transforms the objective into a convex sum of
quadratic terms.

Taking the above into account, we transform PS5 into the
following convex optimization problem:

(PS) : min 3 (20575 - ¢L,)

VeV

s.t. x5 5l; + L* < L;, Vv, eV, V; eV (45a)

1 1

= > _
Zvjev L; 7 L (45b)
L; —L"—1; <eAl, Yv; €V;,V; €V (45¢)
ZVJEV zi;j=1, Yo, eV (45d)
Tij € [0, 1], Yv; €V, Vj ev (45e)

Algorithm 3 Worker Grouping Algorithm for Air-FedGA
Input: Estimated gradient divergences I';, VV; € V, local
training times [;, Yv; € V
Output: Final grouping strategy

Update ¢ = {¢;|V; € V} by Eq. (46)

Update x by solving the convex optimization problem
P5 under fixed ¢.

9: Step 3: Rounding to 0-1 Solution

10: for each v; € V do

11:  Find v;« with the largest z; j~ among z; ;, VV; € V
12 for V; € V do

13: Obtain integer solution Z; ; by Eq. (47)

14: return final grouping strategy x

1: Step 1: Transform to a convex optimization problem
2: Construct P5S by relaxation and quadratic transform

3: Step 2: Obtain fraction solution Iteratively

4: Initial a grouping strategy x

5: while 1Tl > ¢ do

6: =

7

8:

2) Obtain Fraction Solution Iteratively: We then optimize
the decision variable x and the auxiliary variable ¢ =
{¢;V; € V} using an alternating optimization approach. As
detailed in Alg. 3, when « is held fixed, the optimal value of
each ¢ can be obtained in closed form as

B IS cvasi— Y, om0l
I, ma,, v (i) + L7

qu = ,VVj eV

(46)
Conversely, when ¢ is held fixed, P5 is a convex problem,
and can be solved using standard convex optimization tools,
e.g., CVXPY package [43]. This iterative process is repeated
until convergence, i.e., until the difference between successive
iterations falls below a predetermined threshold.

3) Rounding-Based Solution: In this section, we determine
how to determine the assignment of each worker v; to groups.
Let the optimal fractional solution derived from PS be z; ;.
For each worker v;, we obtain an integer solution about its
assignment Z; ; by rounding the maximum fractions among
Z;;,YV; € V. Formally, let V;« be the group for worker v;
such that z; j» = maxy,ev Z; ;, we perform the following
rounding operations:

if j=75"

1
T = 47
7 { 0 otherwise. “7)
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Remark 1: In Alg. 3, each worker’s local training time
l; is treated as fixed. However, in practice /; may vary
over time because of changing system load. To make the
grouping algorithm robust to such dynamics, we periodically
re-grouping workers using recent estimates of each worker’s
completion time, which expands the grouping algorithm to
system load variation scenario with small additional over-
head. The corresponding experimental results are provide in
Section VI-B.

VI. PERFORMANCE EVALUATION
A. System Setup

We use PyTorch to simulate a large-scale federated learning
system, which consists of one parameter server and 100
workers. Each worker simulates an individual machine and
trains a local model on its own dataset. We conduct our
experiments on a deep learning workstation with a 10-core
Intel Xeon CPU (Silver 4210R) and 4 NVIDIA GeForce RTX
3090 GPUs with 24GB GDDR6X. The system environment is
Ubuntu 22.04, CUDA v11.7, and cuDNN v8.5.0.

1) Models and Datasets: We adopt four publicly avail-
able, well-established benchmark datasets to conduct extensive
experiments, enabling a comprehensive evaluation of our
method across varying levels of complexity and scale.

e MNIST [44] comprises a collection of handwritten digits
(from ‘0’ to ‘9’), includes 60,000 training samples and
10,000 testing samples. We use MNIST as a lightweight
baseline for evaluating algorithms on low-capacity tasks.

o CIFAR-10 [45] composed of 60,000 low-resolution nat-
ural images, which is divided into 10 classes, each
containing 6,000 images. The dataset is further split into
50,000 training images and 10,000 test images.

o ImageNet-100 is a subset of dataset ImageNet [46],
which contains 1,281,167 training images, 50,000 valida-
tion images and 100,000 test images, spread across 1,000
categories. To accommodate the limited resources of edge
clients, we construct a subset of ImageNet by randomly
selecting the samples of 100 out of 1000 categories.

e Digit-5 [47] is a multi-domain digit classification dataset
composed of five digit datasets: MNIST [44], SVHN [48],
USPS [49], SynthDigits [50], and MNIST-M [50]. These
source datasets come from different visual domains and
thus present distinct feature distributions while sharing
the same label space.

To implement the non-IID data among workers, we adopt
both label skew and feature skew methods to partition the
original datasets. For the first three dataset, we adopt the
label skewed method [51]. Specifically, the data in MNIST
labeled as ‘O’ are distributed to workers v1-v19, labeled as ‘1’
are distributed to workers wvi1-v9g,..., and labeled as ‘9’ are
distributed to workers vg1-v199. For Digit-5 dataset, we use the
feature skew method to create a feature skew non-IID setup.
Specifically, the MNIST dataset is assigned to workers v1-vag,
the USPS dataset to workers vo1-v49, the SVHN dataset to
workers wv41-vgo, the SynthDigits dataset to workers vg1-vso,
and the MNIST-M dataset to workers vg1-v1go.

Three different models with distinct structures are imple-
mented on the aforementioned datasets:
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e LR [52] on MNIST. The logistic regression (LR in short),
which is constructed of a fully connected network with
two hidden layers with 512 units, is adopted for the
MNIST dataset.

e CNN [53] on MNIST and CIFAR-10. The plain CNN
models are tailored for the MNIST and CIFAR-10.
1) For MNIST: It consists of two 5 x 5 convolution layers
(20, 50 channels), two fully-connected layers with 800
and 500 units, and a softmax layer with 10 units. 2) For
CIFAR-10: The CNN consists of two 5 x 5 convolution
layers (32, 64 channels), two fully-connected layers with
1600 and 512 units, and a softmax layer with 10 units.

e VGG-16 [54] on ImageNet-100. The VGG-16 model,
which consists of 13 convolutional layers with a kernel
of 3 x 3, followed by two dense layers and a softmax
output layer, is adopted for the ImageNet-100 dataset.

o ResNet-18 [55] on Digit-5. The ResNet-18 model, which
consists of 16 convolutional layers organized into residual
blocks, followed by a global average pooling layer and a
final fully-connected softmax output layer, is adopted for
the Digit-5 dataset.

2) Simulation of Edge Heterogeneity: Let [; denote the
actual local training time on v;. Due to the limitations of
training resources and the large-scale scenario, we actually
deploy the virtual workers v;-v199 on the single workstation
for experimentation, their local training times are roughly
equal, i.e., fl ~ | lAmo- To simulate the edge
heterogeneity, we introduce a scaling factor c; for each worker
v;, which is a random float number drawn uniformly from
[1,10]. Then, we set the local training time on worker v; as
l; = czfl which means that after completing local training, v;
waits for 0-9 times before sending the READY message to the
parameter server. This adjusted time [; is then used to calculate
its training completion time and recorded in a dynamically
maintained list, L. By monitoring the training completion
times of all workers recorded in L, we determine when each
group performs over-the-air aggregations. Additionally, we set
the bandwidth B = 1MHz, the noisy variance 0(2) = 1W, and
the energy constraints E = 10J for each worker in each round.

3) Benchmarks and Metrics: To highlight the benefits of
applying AirComp to asynchronous federated learning, we
evaluate our Air-FedGA mechanism against two OMA-based
mechanisms and three AirComp-based mechanisms.

lzﬁ...%

o FedAvg: [11] A classic OMA-based synchronous mech-
anism, where all workers participating in each round of
global aggregation.

e TiFL: [29] An OMA-based group asynchronous mech-
anism, which organize workers into groups according to
their communication time with the parameter server, and
perform global updating asynchronously among groups.

e Air-FedAvg: [18] The version of using AirComp tech-
nique to implement the FedAvg mechanism with optimal
power control.

e Dynamic: [36] An AirComp-based synchronous mecha-
nism, which dynamically selects a subset of workers for
each round of global aggregation, while the rest remain
idle.
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e PAOTA: [32] An AirComp-based time-triggered asyn-
chronous mechanism. Each worker that completes local
training pauses until a predefined synchronization point,
at which all available workers simultaneously perform
over-the-air aggregation.

To evaluate the training performance, we adopt the fol-
lowing performance metrics. 1) Loss Function reflects the
training process of the model and whether convergence has
been achieved. 2) Accuracy is the most common performance
metric in classification problems, which is defined as the
proportion of right data classified by the model to all test data.
3) Training Time is adopted to measure the training rate.

B. Evaluation Results

In this section, we first compare the performance of our
proposed Air-FedGA with other benchmarks in terms of loss
function and accuracy. We then demonstrate the advantages of
Air-FedGA in scalability, handling heterogeneity, and handling
non-1ID data.

1) Loss Function and Accuracy: Figs. 3-7 illustrate the
loss and accuracy curves over time for LR trained on
MNIST, CNN trained on MNIST, CNN trained on CIFAR-10,
VGG-16 trained on ImageNet-100, and ResNet-18 trained on
Digit-5 respectively. As a control experiment, in this set of
experimental results, our Air-FedGA is compared with three
AirComp-based mechanisms, i.e., Air-FedAvg, Dynamic and
PAOTA.

Across all four models and datasets, Air-FedGA out-
performs Air-FedAvg, Dynamic and PAOTA in terms of
convergence speed and accuracy. For example, in the
LR-MNIST experiment shown in Fig. 3, Air-FedGA achieves
a stable accuracy of 90.7% after 5000s of training, while
Air-FedAvg, Dynamic and PAOTA only reach 88.9%, 86.1%
and 89.2%, respectively. Moreover, Air-FedGA attains a stable
80% accuracy in 482s, which can accelerate the model training
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Fig. 5. Loss/Accuracy vs. Time (CNN on CIFAR-10). Left: Loss; Right:
Accuracy.
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Fig. 6. Loss/Accuracy vs. Time (VGG-16 on ImageNet-100). Left: Loss;
Right: Accuracy.
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Fig. 7. Loss/Accuracy vs. Time (ResNet-18 on Digit-5). Left: Loss; Right:
Accuracy.

by 2.22x, 9.29x and 2.28x compared with Air-FedAvg
(1072s), Dynamic (4482s) and PAOTA (1102s), respectively.
For CNN on MNIST shown in Fig. 4, Air-FedGA reaches
95.7% accuracy after 5000s, surpassing Air-FedAvg (93.7%),
Dynamic (83.9%) and PAOTA (94.1%). Air-FedGA reaches
stable 80% accuracy in 398s, which can accelerate the
model training by 1.83x, 11.33x and 3.14x compared with
Air-FedAvg (730s), Dynamic (4510s) and PAOTA (1252s),
respectively. On the more complex CIFAR-10 dataset shown
in Fig. 5, Air-FedGA reaches 57.5% accuracy after 5000s,
while Air-FedAvg, Dynamic and PAOTA reach 54.2%, 50.3%
and 55.1%, respectively. For VGG-16 on ImageNet-100
shown in Fig. 6, Air-FedGA achieves 59.6% accuracy after
25000s, exceeding Air-FedAvg (57.1%), Dynamic (48.2%)
and PAOTA(58.2%). For the feature distribution skew setting,
we train ResNet-18 on Digit-5, as shown in Fig. 7. After 3000s
of training, Air-FedGA achieves a stable accuracy of 87.9%,
outperforming Air-FedAvg (85.6%), Dynamic (75.2%), and
PAOTA (86.9%). The reason for the superior performance of
Air-FedGA is that it adopts a group asynchronous updating
mechanism that reduces the waiting time of workers, while
Air-FedAvg suffers from long waiting time due to its rigid
synchronization across all workers.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

Z1000 A S D 8 [ TFedavg —o- TIFLT

S (ca o |Air-FedAvg --X¢-- PAOTA —H—

£ e = Dynamic Air-FedGA —— @
g ¢ s ]
€ 1005 T B o

<) <

o« = Gy

o 84 F = |
[=2] =

S 10 =] ) =] m £

a i =Y

] =2

3 FedAvg @ TiFL =

] Air-FedAvg -->¢--  PAOTA —H-— S

é Dynamic . Air-FedGA —— '-0

1 . . |
20 40 60 80 100 20 40 60 80 100

Number of Workers Number of Workers

Fig. 8. Training Time vs. Number of Workers. Left: Single Round; Right:
Total.

We also observe that the loss and accuracy curves of
Dynamic jitter significantly across training rounds. This
volatility arises from Dynamic’s round-by-round worker selec-
tion, which introduces bias into the global model updating
[51]. Moreover, since only a subset of workers is selected
in each round while the others remain idle, the overall
training efficiency is reduced. In addition, the loss and accu-
racy curves of PAOTA have a slight jitter. This is because
PAOTA sets a fixed synchronization point for the model
aggregation of waited workers, while ignoring non-I1ID data
among workers. In contrast, Air-FedGA employs a grouping-
based asynchronous updating mechanism, where workers are
assigned into groups considering their local data distributions,
and each group performs global updating asynchronously.
This design not only minimizes idle time but also decrease
the degree of non-IID data (label or feature skew) at the
group level, substantially reducing the fluctuation in loss and
accuracy compared to Dynamic and PAOTA. As a result,
Air-FedGA achieves higher training efficiency and better han-
dles non-IID data.

2) AirComp for Scalability: To evaluate the scalability
of our proposed Air-FedAvg, we compare it against both
OMA-based mechanisms (FedAvg and TiFL) and AirComp-
based mechanisms (Air-FedAvg, Dynamic and PAOTA). Fig. 8
evaluate the average single round time (left) and the total
training time required to reach 80% accuracy when training
a CNN on MNIST, as the number of workers N increases.
Note that since the training time varies widely in magnitude,
the left plot is plotted using logarithmic scales.

As shown in the left plot, FedAvg’s single round time
increases linearly with IV, as its OMA-based synchronous
aggregation requires each worker to upload its model to
the server. In contrast, both Air-FedAvg and Dynamic main-
tain a nearly constant single round time independent of N
by leveraging over-the-air aggregation. PAOTA is set with
fixed synchronization points [32], so its single round time is
also constant. In addition, mechanisms that adopt grouping
asynchronous updating—TiFL and Air-FedGA—demonstrate
a reduction in single round time as N increases. This is
because larger values of N result in more asynchronous
groups, which facilitate parallel updates, decrease worker idle
times, and allow communication to overlap with computation.
Notably, Air-FedGA achieves even shorter single round time
compared to TiFL by further reducing the communication
latency via its over-the-air aggregation technique.

The right plot of Fig. 8 shows the total training time of
different mechanisms to achieve stable 80% accuracy. It is
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Fig. 9. Effect of the worker grouping algorithm (CNN on MNIST). Left:
Loss; Right: Accuracy.

observed that the total training time of the methods without
over-the-air aggregation, i.e., FedAvg and TiFL, increases with
the increase of N. In contrast, for the mechanisms employ-
ing over-the-air aggregation, ie., Air-FedAvg, Dynamic,
PAOTA and Air-FedGA, the total training time decreases
with an increasing N. In particular, by combining grouping
asynchronous updating (which reduces idle time) with over-
the-air aggregation (which shortens communication latency),
Air-FedGA achieves the most dramatic reduction in total
training time among all mechanisms. For example, when
N =100, the total training time of FedAvg, Dynamic, TiFL,
PAOTA, Air-FedAvg and Air-FedGA is 6755s, 4510s, 3319s,
1252s, 730s and 413s, respectively.

In summary, our Air-FedGA, by combining asynchronous
grouping updating with over-the-air aggregation, achieves the
best scalability among all mechanisms.

3) Effect of the Worker Grouping Algorithm: Fig. 9 illus-
trates the effect of our worker grouping algorithm on the
loss and accuracy of CNN training on MNIST under both
IID and non-IID settings. For comparison, we also consider a
baseline algorithm that randomly organizes 100 workers into
10 groups. As shown, our grouping algorithm under non-IID
data achieves performance comparable to that under IID data.
For example, after 5000s of training, the proposed algorithm
achieves accuracies of 95.2% and 96.1% for non-IID and
IID data, respectively. This improvement arises because our
grouping strategy aims to minimize the degree of non-IID data
among groups, thereby enhancing convergence performance.
In contrast, the random grouping algorithm exhibits significant
fluctuations in both loss and accuracy under non-IID data,
due to the higher degree of non-IID data among groups.
Moreover, our grouping algorithm under non-IID data even
outperforms the random grouping algorithm under IID data.
This is because our method also considers edge heterogeneity,
grouping workers with similar completion times together. In
comparison, the random grouping strategy may assign workers
with highly imbalanced completion times to the same group,
thereby slowing down the training process.

4) Effect of the Power Control Algorithm: Fig. 10 illustrates
the effect of our power control algorithm on the loss and
accuracy of CNN training on MNIST. For comparison, we
evaluate the performance of Air-FedGA against its variant Air-
FedGA w/o PC, which excludes the proposed power control
algorithm. In the latter, each worker sets its scaling factor to
achieve perfect signal magnitude alignment under constraint
(28b) [56]. As shown in the figure, after 5000s of training,

Authorized licensed use limited to: NANJING UNIVERSITY OF SCIENCE AND TECHNOLOGY. Downloaded on December 17,2025 at 11:39:44 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

MA et al.: ASYNCHRONOUS FL OVER NON-IID DATA VIA OVER-THE-AIR COMPUTATION 13
2 " Air-FedGA w/o PC —'©—- 1 @ 40 T .
Air-FedGA —%— No Accuracy=90% —z
02 0.8 F Foos 4 — Accuracy=85% —4x-
1.5 N > X 30 | Accuracy=80% D
Se. 9 095 ~
a : RN © 0.6 - 1 OE)
o 1r -1 > oA L |
it So4l o ’e__e_,e__e—--e— o7 | = 20
< o) CA———A
0.5 r 25 40 45 50| 02+t 093 5 25 504 < 10Z;‘~~~A____A____A____A_-———A———‘A“‘___'Ar—— A 1
Air-FedGA —X— (=
0 : : : : 0 Air-FedGAw/0PC_=©~- ‘© 0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 20 30 40 50 10 20 30 40 5 F o1 02 03 04 05 06 07 08 09 1

Time (x10%5) Time (x10°s)

Fig. 10. Effect of the power control algorithm (CNN on MNIST). Left: Loss;
Right: Accuracy.

80 £L1 T T T T T
60 - s
40 |- % e
mQQE@%E@i ]
0 ! \ \ ! ! I ! !
80 E‘:OS‘ \ \ \ \ \ \ \
60 — : ; -
@40* ? % i'*
o0 = = = % é é -
g o \ ! ! I ! ! ! ! ! !
= 80 Tod | \ \ \ \ \ \ \ \
on 60 : -
S a0 %ﬁ%%ggg
'S 20 - s
EO - % %\ ! ! ! ! ! ! !
= 80 T T T T T T T T T T
15} | €03 |
Sl L E == ]
20 %%%% -
0 - - ! ! ! ! ! ! ! !
30 PP I I I I I I I I
o ===
=
20 - — = = = -
0 = | ! ! ! ! ! ! ! !
80 EL()I‘ \ \ \ \ \ \ \ \
60 -~ - =
40 - - = - f
20 —_ = - |
o LT ! \ ! \ ! ! ! !
1 2 3 4 5 6 7 8 9 10

Group

Fig. 11. Grouping of workers with different local training time when £ = 0.3.

Air-FedGA and Air-FedGA w/o PC achieve accuracies of
95.2% and 94.2%, respectively. The performance degradation
of Air-FedGA w/o PC arises because the aligned signal mag-
nitude is dominated by the device with the weakest channel
conditions. This effect significantly weakens the aggregate
signal strength and equivalently amplifies the noise power.

5) Handling Edge Heterogeneity: To address edge hetero-
geneity, we intuitively tend to group workers with similar local
training time together. Recall that the parameter ¢ in constraint
(28c) controls the allowed variation in local training times
within each group. Fig. 11 presents box plots of local training

The Value of ¢

Fig. 12. Training time under different values of €.
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Fig. 13. Training time under different values of x = Z/Zmax.

times for 100 workers under varying € values from 0.1 to 1.
As shown in this figure, when ¢ is large, the local training
times of workers within each group vary widely. For example,
when € = 1, for all groups, the minimum training time among
workers in the group is below 18s while the maximum exceeds
38s. As ¢ decreases, workers with similar local training time
are generally assigned within the same group. For example,
when ¢ = 0.1, workers in Group 1 have local training times
between 7.4s and 11.9s, whereas those in Group 10 range
from 55.5s to 62.8s. This reflects the algorithm’s adaptation
to tighter constraints by grouping workers with similar local
training times together, thereby addressing edge heterogeneity.

To determine the best choice of ¢, Fig. 12 illustrates the
training time required for CNN to achieve accuracy of 80%,
85%, and 90% on the MNIST dataset, with € ranging from
0.1 to 1. The results indicate that the shortest training times
occur at € = 0.3, reaching 80%, 85%, and 90% accuracy in
485s, 765s, and 1834s, respectively. As ¢ increases toward
1, the training time gradually increases. This is because the
training duration of each group—determined by the slowest
worker—increases with larger values of ¢, resulting in an
increase in the total training time. For example, when € = 1,
the time required to reach 80%, 85% and 90% accuracy
is 823s, 1288s and 3110s, respectively. Conversely, when ¢
becomes too small (e.g., 0.1), required training time also
increases (812s, 1280s, and 2723s for 80%, 85%, and 90%
accuracy, respectively). This is because overly strict grouping
based solely on training time can exacerbate the degree of
non-I1ID data among groups, negatively affecting convergence.
Therefore, ¢ = 0.3 achieves a favorable balance between
handing edge heterogeneity and non-1ID data. _

6) Influence of \widetildeL: Recall that L in (42a) is a
hyper-parameter that constrains the average round completion
time L. To determine the most appropriate value of L, Fig. 13
illustrates the training time required for CNN to achieve
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accuracy of 80%, 85%, and 90% on the MNIST dataset
under varying values of x. The results show that training
time is prolonged when x is set too high or too low. For
example, when y = 1, the training times to reach 80%, 85%,
and 90% accuracy are 742s, 1170s, and 2695s, respectively,
while with xy = 0.005, these times increase to 823s, 1288s
and 3110s. In contrast, the training time is minimized when
Xx = 0.02, requiring only 485s, 765s and 1834s to reach the
same accuracy levels. Therefore, we set L = 0.02 [, for all
the other experiments.

7) Handling System Load Dynamic: To evaluate the our
grouping algorithm under dynamic system load, we make each
worker’s local training time 15” of worker v; time-varying
across rounds. At each round ¢, lft) is drawn uniformly from
the interval [lgtil)(l —9), lgtil)(l + )], where § controls the
volatility. Every T rounds the PS re-runs the grouping algo-
rithm using the latest [; values to adapt groups to the current
load status. Fig. 14 shows the time required for training CNN
on MNIST to reach 90% accuracy as § varies from 0 to 0.3 for
three re-grouping intervals T = 10, 20, 30. We observe that
training time increases with §. For example, when T = 30,
the total training time is 2738s, 3180s, 3665s and 4150s when
the value of § is 0, 0.1, 0.2 and 0.3, respectively. This occurs
because higher volatility in local training times may cause the
existing grouping strategy to become suboptimal. However,
more frequent re-grouping (smaller 7p) can mitigate this effect
and reduce the overall training time by timely updating the
grouping strategy. For example, when § = 0.3, the training
time is 4150s, 3746s and 3342s when Ty is chosen as 30, 20
and 10, respectively. The experimental results indicate that the
re-grouping method can effectively reduce the negative impact
of system load variation.

8) The Running Time of the Worker Grouping Algorithm:
Fig. 15 illustrates the evolution of the optimization objective
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TABLE III
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Fig. 16. The running time of the worker grouping algorithm.

during the iterative process of our worker grouping algorithm.
As shown, the algorithm converges within three iterations
for different numbers of workers N (ranging from 50 to
1000) and groups M (ranging from 10 to 30). We further
run the grouping algorithm 100 times, and the corresponding
number of iterations required for convergence is summarized
in Table III. It is observed that the algorithm can converge
with only a few iterations (e.g., fewer than 3 in all cases).

Fig. 16 shows the running time of the worker grouping
algorithm under different number N of workers from 50 to
1000, and number M of groups from 10 to 30. As shown, the
running time increases superlinearly as either N or M grows.
For example, when M is fixed at 10, the running time increases
from 1.6s to 44.9s as IV increases from 50 to 1000. Whereas,
when N is fixed at 1000, the running time increases from 44.9s
to 308.2s as M increases from 10 to 30. Nevertheless, even in
large-scale settings with 1000 workers, the running time of the
grouping algorithm remains negligible compared to the overall
model training time. In extremely large-scale environments,
the convex optimization process may become time-consuming.
In such cases, distributed optimization techniques [57] can
be employed to partition the workers into smaller subsets
and solve corresponding convex subproblems in parallel. This
extension lies beyond the scope of this paper and will not be
further discussed here.

VII. CONCLUSION

In this paper, we have designed Air-FedGA, a mechanism
that overcomes the limitations of deploying asynchronous
federated learning via over-the-air computation, to address the
communication constraints and edge heterogeneity in large-
scale FL scenarios. We have analyzed the convergence of
Air-FedGA, and explored the quantitative relationship between
the convergence bound and key factors, e.g., the maximum
staleness, the degree of non-IID data among groups, and the
AirComp aggregation MSE. Our analysis provides clear rea-
soning on how our grouping and power control strategy jointly
improve communication efficiency and convergence stability.
Specifically, reducing the degree of non-IID data among
groups and AirComp aggregation MSE directly tightens the
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convergence bound, leading to faster and more stable training
for Air-FedGA. Extensive simulations have demonstrated that
the proposed solutions significantly accelerate FL. compared
with the state-of-the-art solutions. For future work, we will
explore hierarchical and device-to-device architectures to scale
AirComp-based FL across larger-scale networks that involves
more edge devices.
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